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Table 9.  Summary Of SD-DI Features For Figure 22

Scene TM-SD-DI TSD-SD-DI TRMS-SD-DI

DS1 18.1 5.9 19.1

1/2 DS1 18.4 5.7 19.3

1/4 DS1 22.0 4.6 22.5

3.  CONCLUSIONS AND RECOMMENDATIONS

Objective feature extraction techniques have been presented that

measure the predominant artifacts present in digitally transmitted video

systems.  Among these artifacts are blurring/smearing, blocking, edge

busyness, image persistence, and jerkiness.  Features are extracted from

the digitized video imagery that reflect degradations perceived by the

viewer.  The features are sensitive to the type of video being

transmitted which is important since the performance of digital codecs

depend strongly on the type of video being transmitted.  In addition, the

features possess many of the desirable properties that humans also

possess, including the potential adaptability to focus attention on local

disturbances in the video.  Thus, the features are expected to corr elate

strongly with subjective quality ratings.

Depending upon the feature one wishes to extract, the method for

temporally aligning the input and disto rted output video frames varies.

Spatial blurring and jerkiness measures have been presented that do not

require the input and output video scenes to be aligned.  Other measures,

such as edge busyness, blocking, image persistence, and jerkiness for

natural motion scenes, require some form of temporal alignment.  Two

possible methods of temporally aligning the input and output video were

presented.  The computational requirements of the proposed features

varied.  However, these computational requirements appear reasonable for

modern digital signal processing systems.

Spat ial blurring features were presented that relate to the

sharpness of the edges in the video imagery.  These spatial blurring

features appear to be applicable to many types of video imagery,

including natural scenes.  Blocking, edge busyness, and image persistence

were shown to be forms of false edge energy appearing in the output
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video.  Since the importance of edges are well recognized in the areas

of human vision and object recognition, it is expected that these spatial

blurring, b locking, edge busyness, and image persistence features will

correlate especially well with subjective quality ratings.

Two measurement techniques for the jerkiness arti fact of digitally

transmit ted video systems have been proposed.  The temporal root mean

square position error (TRMS-PE) feature compares the horizontal and

vertical positions of a moving object in the output video scene to those

in the input video scene.  Although a ball was used for the moving object

in the presented example, the technique is general enough to substitute

any o bject.  The TRMS-PE feature has been shown to be an accurate and

repeatable measurement that determines the temporal positioning acc uracy

of a codec.  Additional features were presented that measured the

jerkiness of arbitrary video scenes.  These included the missing frame

ratio (MFR) feature and the TSD-SD-DI feature computed from the sta ndard

deviat ion of the error difference images.  Video data compression is

often a tradeoff between allocating bits between temporal positioning

accuracy and spatial resolution.  The ability to measure separately these

two attributes raises the possibility of tailoring performance

specifications to the application.  

Further work needs to be done to determine the optimal method for

combining all of the extracted feature values to produce an overall

quality rating (the quality classification subsystem shown in Figure 1).

Properly combining the many feature measurements into an overall qu ality

assessment rating may require an understanding of the temporal and

spatial properties of the eye and brain.  To be universally useful, the

quality classification subsystem must p erform well over a wide range of

applications.  To obtain this goal, the quality classification system may

require user specific application information.   Subjective test re sults

on imagery that spans the full range of digitally transmitted video

systems should be used to select an optimal set of features, to train the

quality classification subsystem, and to evaluate the performance of the

completed system.
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7.  APPENDIX A:  EQUATIONS

This appendix describes all of the equations that were used to compute

the feature values in this report.

Equation (1): Single-frame Temporal Alignment

Let i(v,h,t ) be the digitized input video sequence where v is thei

vertical sampling index, h is the horizontal sampling index, and t  is the i

input frame sampling index.  Here v = {1, 2, ..., N }, and h = {1, 2, ..., v

N }, where N  is the total number of vertical pixels, and N  is the totalh   v         h

number of horizontal pixels.  Similarly, let the digitized output video

sequence be represented by o(v,h,t ), where t  is the output frameo   o

sampling index.  Assume that the input video sequence and the output

video sequence are sampled at the same frame rate.  Then, given an output

reference frame t  = r, the single-frame temporal alignment problem is too

find the closest corresponding input frame t  = m.  The single-framei

temporal alignment proposed here assumes that a priori knowledge is

available which gives the range of the closest corresponding input frame

index (say, from t  = t  to t , where t  and t  are the lower and upperi   l   u   l   u

limits, respectively) and that the input video sequence contained m oving

and/or changing scenes.  Then the closest matching input frame t  = m can i

be found as the t  that minimizes the standard deviation of the errori

(accumulated over all pixels in the error image) or 

where t  falls within the range from t  to t , inclusive.  Pairing of thei       l   u

input and output video frame indices is performed as ..., (t  = m-1, t i    o

= r-1), (t  = m, t  = r), (t  = m+1, t  = r+1), ...i    o   i    o

Equation (2): Missing Frame Ratio (MFR)

To apply multi-frame temporal alignment to the output video frame

sequence o(v,h,t ), where t  = {1, 2, ..., N }, and N  is the total numbero   o     o   o
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of output video frames, the method of finding the closest matching input

video f rame (equation 1, Appendix A) is applied to every output video

frame t  = {1, 2, ..., N }.  The computation of the closest input videoo     o

frame to output video frame t  = 1, may be used to refine the estimateso

of the lower (t ) and upper (t ) input frame limits for output video framel    u

t  = 2.  While performing multi-frame alignment, the c losest input videoo

frame index to each one of the output video frames is stored.  Let the

number of unique  input frame indices within the set of stored indices be

N .  N  will be less than N  if input video frames have been omitted inu   u     o

the output.  Then, the missing frame ratio (MFR) is calculated as

Equation (3): Mean of the Sobel Image (M-SI)

If the Sobel edge ext racted image is given by s(v,h), where v and

h repres ent the vertical and horizontal sampling indices of the video

image, then the mean of s(v,h) over a given sub-regional area is given

by

where the summation is performed over the sub-regional area and N  is the A

total number of pixels within the sub-regional area.

Equation (4): Standard Deviation of the SI (SD-SI)

Following the notation established for equation (3) in Appendix A,

the standard deviation of the sub-regional Sobel image is
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Equation (5): Root Mean Square of the SI (RMS-SI)

Following the notation established for equation (3) in Appendix A,

the root mean square of the sub-regional Sobel image is

Equation (6): Number of Pixels Greater than Threshold of SI (NPGT-SI)

Following the notation established in equation (3) in Appendix A and

letting T be the chosen threshold, the number of pixels greater than T

within the sub-regional Sobel image is

Equation (7): Mean of the Positive Sobel Difference Image (M-PSDI)

If the Sobel difference image (Sobel filtered input image minus the

Sobel filtered output image) is given by s (v,h), where v and h representd

the vertical and horizontal sampling in dices, then the mean of the sub-

regional, positive part of the sobel difference image is
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where N  is the total number of points within the sub-regional area.A

Equation (8): Standard Deviation of the PSDI (SD-PSDI)

Following the notation of equation (7) in Appendix A, the standard

deviation of the sub-regional, positive part of the Sobel difference

image is

Equation (9): Root Mean Square of the PSDI (RMS-PSDI)

Following the notation of equation (7) in Appendix A, the root mean

square of the sub-regional, positive part of the Sobel difference image

is

Equation (10): Number of Pixels Greater than Threshold of PSDI (NPGT-

PSDI)

Following the notation of equation (7) in Appendix A, and letting

T  be the chosen threshold, the number of pixels greater than T  withinp           p

the sub-regional, positive part of the Sobel difference image is
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Equation (11): Mean of the Negative Sobel Difference Image (M-NSDI)

If the Sobel difference image (Sobel filtered input image minus the

Sobel filtered output image) is given by s (v,h), where v and h representd

the vertical and horizontal sampling in dices, then the mean of the sub-

regional, negative part of the sobel difference image is

where N  is the total number of points within the sub-regional area.A

Equation (12): Standard Deviation of the NSDI (SD-NSDI)

Following the notation of equation (11) in Appendix A, the standard

deviation of the sub-regional, negative part of the Sobel difference

image is

Equation (13): Root Mean Square of the NSDI (RMS-NSDI)

Following the notation of equation (11) in Appendix A, the root mean

square of the sub-regional, negative part of the Sobel difference image

is
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Equation (14): Number of Pixels Less than Threshold of NSDI (NPLT-NSDI)

Following the notation of equation (11) in Appendix A, and letting

T  be the chosen threshold, the number of pixels less than T  within then           n

sub-regional, negative part of the Sobel difference image is

Equation (15): Temporal Root Mean Square Position Error (TRMS-PE)

Let the input, or ref erence, vertical and horizontal positions of

the moving object be represented by v (t ) and h (t ), where t  representsi i   i i   i

the frame sampling index such that t  = {1, 2, 3, ..., N }, and N  is thei       i   i

total number of time samples for the in put object path.  Similarly, let

the ou tput vertical and horizontal positions of the moving object be

represented by v (t ) and h (t ), w here t  = {1, 2, 3, ..., N }, and N  iso o   o o   o      o   o

the total n umber of time samples for the output object path.  In order

to measure TRMS-PE, the input and output motion paths have to be al igned

to compensate for the absolute video delay of the device under test.  The

alignment procedure described here corresponds to what a viewer would

obse rve if that viewer was insensitive to the absolute video delay.

Assume that the output motion path corresponds to some portion of the

input path, and is thus contained completely within the input motion path

(i.e., N  < N ).  Then, the TRMS-PE feature is computed as the minimumo  i

root mean s quare position error of the output motion path with respect

to the input motion path, where the minimization is performed over all

possible time s hifts s = {0, 1, 2, ..., N -N } of the two motion paths.i o

In equation form, the computation may be written as
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As in equa tion (1) in Appendix A, a priori knowledge of the absolute

video delay may be used to narrow the range of time shifts.

Equation (16): Standard Deviation of Difference Image (SD-DI)

Assume that the input and output video sequences have been aligned

using single frame temporal alignment g iven in equation (1) in Appendix

A, and thus each output video frame has been paired with some input video

frame.  Let each pair of video frames be represented by the index p = {1,

2, 3, ..., N ), where N  is the total num ber of input/output pairs.  Letp   p

the diff erence image (input image minus output image) of each

inpu t/output pair be represented by d (v,h), where v and h are thep

vertical and horizontal sampling indices.  Then, the standard deviation

of the difference image over a sub-regional area is given by

where N  is the total number of points within the sub-regional area.A

Equation (17): Temporal Mean of SD-DI (TM-SD-DI)

Following the notation of equation (16) in Appendix A, the temporal

mean of the time history of SD-DI is given as
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Equation (18): Temporal Standard Deviation of SD-DI (TSD-SD-DI)

Following the notation of equation (16) and (17) in Appendix A, the

temporal standard deviation of the time history of SD-DI is given as

Equation (19): Temporal Root Mean Square of SD-DI (TRMS-SD-DI)

Following the notation of equation (16) in Appendix A, the temporal

root mean square of the time history of SD-DI is given as
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8.  APPENDIX B:  FILTERS

This appendix describes the median filter that was used to

precondi tion the digitized video images and the Sobel filter that was

used to extract edges from the preconditioned images.

Median Filter

A median filter will remove noise spikes from the image without

significantly blurring the edges.  Very fine detail, such as sharp

corners, will be removed by the median filter.  For this report, a 3 x

3 median filter was used.  Figure B-1 shows 9 image pixel values (X , X , 1  2

..., X ) within the 3 x 3 filter window.  In Figure B-1, the 3 x 3 filter9

window is centered on the image pixel value X . 5

X X X1 2 3

X X X4 5 6

X X X7 8 9

Figure B-1.  Filter window centered on image pixel value X . 5

The median filter outputs the image pixel value that is the median of the

9 image pixel values (X , X , ..., X ).  That is, the 9 pixel values are1  2   9

first sorted from low to high, and then the middle value is selected as

the median.  The median filtered image is obtained by sliding the 3 x 3

window over the entire input image.  At each pixel for which the mask is

centered in the input image, the median value is placed in the output

image.  Note that as an edge is crossed, one side or the other domi nates

the window and the output switches sharply.

Sobel Filter

The Sobel filter is an edge extraction filter that is implemented

using two f ilters.  One filter is designed to extract horizontal edges

from the image and the other filter is designed to extract vertical

edges.  The outputs from the two filter ing operations are then combined

to give a c omposite edge extracted image.  Figure B-2 gives the filter
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mask that extracts the horizontal edges.  Figure B-3 gives the filter

mask that extracts the vertical edges.

-1 -2 -1

0 0 0

1 2 1

Figure B-2.  Horizontal edge extraction filter mask.

-1 0 1

-2 0 2

-1 0 1

Figure B-3.  Vertical edge extraction filter mask.

If both of the masks shown in Figures B-2 and B-3 are centered on pixel

value X , as in Figure B-1, then the output response at pixel location X5             5

from the horizontal edge extraction filter is

G  = -1*X  - 2*X  - 1*X  + 1*X  + 2*X  + 1*Xh  1  2  3  7  8  9

and the o utput response at pixel location X  from the vertical edge5

extraction filter is

G  = -1*X  + 1*X  - 2*X  + 2*X  - 1*X  + 1*Xv  1  3  4  6  7  9

Note that horizontal edges result in an output response G  and verticalh

edges result in an output r esponse G .  Diagonal edges result in outputv

responses G  and G .  The com posite output response at pixel location Xh  v          5

from both filters is computed as

G = [G  + G ]h   v
2  2 1/2
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The output image pixel values are obtained by computing the filter

response G at each corresponding pixel in the input image, where both

filter masks (Figure B-2 and B-3) are centered on the input image p ixel.




