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FOREWORD

A short history of the development of the prediction methods in this Technical Note will
permit the reader to compare them with earlier procedu.es. Some of these methods were first
reported by Norton, Rice and Vogler [1955]). Further development of forward scatter predictions
and a better understanding of the refractive index structure of the atmosphere led to changes re-

_ported in an early unpublished NBS report and in NBS Technical Note 15 [Rice, Longley and
Norton, 1959]. The methods of Technical Note 15 served as a basis for part of another unpublished
NBS report which was incorporated in Air Force Technical Order T. O. 31Z-10-1 in 1961. A
preliminary draft of the current technical note was submitted as a U. S. Study Group V contribution
to the CCIR in 1962.

Technical Note 101 uses the metric system throughout. For most computations both a
graphical method and formulas suitable for a digital computer are presented. These include
simple and comprehensive formulas for computing diffraction over smooth earth and over irregular
terrain, as well as methods for estimating diffraction over an isolated rounded obstacle, New
empirical graphs are included for estimating long-term variability for several climatic regious,
based on data that have been maxae available,

For pathi in a contineﬁtal temperate climate, these predictions are practically the same
as those published in 1961, The reader will find a number of graphs have been simplified and that
many of the calculations are more readily adaptable to computer programming. The new material
on time availability and service probability in several climatic regions should prove valuable for
areas other than the U. S. A.

Changes in this revision concern mainly sections 2 and 10 of volume 1 and annexes I, II and
V of volume 2, and certain changes in notation and symbols, The latter changes make the notation .
more consistent with statistical practice,

Section 10, Long-Term Power Fading contains additional material on the effects of
atmospheric stratification.

For convenience in using volume 2, those symbols which are found only in an annex are
listed and explained at the end of the appropriate annex. Section 12 of volume 1 lists and explains

only those symbols used in volume 1.

Note: This Technical Note consists of two volumes as indicated in the Table of Contents.

il
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Annex 1

AVAILABLE DATA, STANDARD CURVES, AND A SIMPLE PREDICTION MODEL

The simplest way to predict long-term median transmission loss values would be to
use a best=fit curve drawn through measured data (represented by their overall median values)
plotted as a function of path length. Such a method ignores essentially all of our understanding
of the physics of tropospheric propagation, is subject to especially large errors over rough
terrain, and such empirical curves represent only the conditions for whic}'m data are available.

Curves that may be useful for establishing preliminary allocation plans are presented
in section I, 2 of this annex, These '"standard' curves were prepared for a fixed combination
of antenna heights and assume propagation over a smooth earth, The curves are not suitable
for use on particular point-to-point paths, since they make no allowance for the wide range
of propagation path profiles or atmospheric conditions that may be encountered over particular
paths.

A method for computing preliminary reference values of transmission loss is described
in section I.3. This method is baged on a simple model, may readily be programmed, and is

especially useful when little is known of the details of terrain.

I.1 Available Data as a Function of Path Lengt};

Period-of -record median values of attenuation relative to free space are plotted vs.
distance in figures I. 1 to I. 4 for a total of 750 rédio paths, separating the frequency ranges
40-150 MHz, 150-600 MHz, 600-1000 MHz, and 1-10 GHz. Major sources of data other
than those referenced by Herbstreit and Rice (1959] are either unpublished or are given by
Bray, Hopkins, Kitchen, and Saxton [1955], Bullington [1955], duCastel [1957b], Crysdale
[1958], Crysdale, Day, Cook, Psutka, and Robillard [1957], Dolukhanov [1957], Grosskopf
[1956], Hirai [196la,b], Josephson and Carlson [1958)|, Jowett [1958], Joy [1958a, b], Kitchen
and Richmond [1957], Kitchen, Richards, and Richmond [1958], Millington and Isted [1950],
Newton and Rogers [1953], Onoe, Hirai, and Niwa [1958], Rowden, Tagholm, and Stark
[1958], Saxton [1951], Ugai [1961], and Vvedenskii and Sokolov [1957].

Three straight lines were determined for each of the data plots shown in figures I. 1
to I. 4. Near the tr:;rnsmitting antenna, A = 0 on the average. Data for intermediate dis-
tances, where the average rate of diffraction attenuation is approximately 0.09 f-li db per
kilometer, deteyming a second straight line. Data for the greater distances, where the level
of forward scatt;ar ﬂey.lds is reached, determine the level of a straight line with a slope varying
from 1/18 to 1/14 db per kilometer, depending on the frequency.

The daghjqﬁ curves of figures I,1-1.3 show averages of broadcast signals recorded at
2500 random locations in six different areas of the United States. The data were normalized

to 10 .meter and 300.meter antenna heights, and to frequencies of 90, 230, and 750 M Hz.



For this data sample [TASO 1959), average fields are low mainly because the receiver loca-
tions were not carefully selected, as they were for most other paths for which data are shown.
The extremely large variance of long-term median transmission loss values recorded

over irregular terrain is due mainly to differences in terrain profiles and effective antenna

heights. For a given distance and given antenna heights a wide range of angular distances is
possible, particularly over short diffraction and extra-diffraction paths. Angular distance,
the angle between radig horizon rays from each antenna in the great circle plane containing
the antennas, is a very important parameter for transmiasion loses calculations, {see sect
6). Figure I.5 shows for a number of paths the variability of angular distance relative to
its value over a smooth spherical earth as a function of path distance and antenna heights.

Most of the ''scatter' of the experimental long-term medians shown in figures 1.1 -
1.4 is due to path-to-path differences., A small part of this variation is due to the lengths of
the recording periods, For all data plotted in the figures the recording period exceeded two
weeks, for 630 paths it exceeded one month, and for 90 paths recordings were made for more
than a year.

An evaluation of the differences between predicted and measured transmission loss
values is discussed briefly in annex V. In evaluating a prediction method by its variance
from observed data, it is important to remember that this variance is strongly influenced by
the particular data sample available for comparison, Thus it is most important that these
data samples be as representative as possible of the wide range of propagation path conditions
likely to be encountered in the various types of service and in various parts of the world.

To aid in deciding whether it is worthwhile to use the point-to-point prediction method
outlined in sections 4 - 10, instead of simpler methods, figure I.6 shows the cumulative dis-
tribution of deviations of predicted from observed long-term median values. The dash-dotted
curve shows the cumulative distribution of deviations from the lines drawn in figures I.1 -

1.4 for all available data. The solid and dashed curves compare predictions based on these
figures with ones using the point-to-point method for the same paths. Note that the detailed
point-to-point method could not be used in many cases because of the lack of terrain profiles

Figure I. 6 shows a much greater variance of data from the "empirica'l"" curves of fig- "
ures I. 1 -1.4 for the sample of 750 paths than for the smaller sample of 217 paths for which
terrain profiles are available, The wide scatter of data illsutrated in figure I.4 for the fre-
quency range’l - 10 GHz appears to be mainly responsible for this. Figurie 1.4 appears to
show that propagation is much more sensitive to differences in terrain profiles at these higher
frequencies, as might be expected. The point-to-point prediction methods, dépending on a
number of parameters besides distance and frequency, are also empiric(-ﬁ, since they are
made to agree with available data, but estimates of their reliability over a period of years
have not varied & great deal with the size of the sample of data made aVailab-le for compari-

son with them,



1.2 Standard Point-to-Point Tranemission Loss Curves

A set of standard curves of basic transmission lose versus distance is presented in
figures I.7 to I.26. Such curves may be useful for establishing preliminary allocation plans
but they are clearly not suitable for use on particular point-to-point paths, since they make
no allowance for the wide range of propagation path terrain profiles or atmospheric condi-
tions which may be encountered. Similar curves developed by the CCIR [1963g; 1963h] are
subject to the same limitation,

The standard curves show predicted levels of basic transmission loss versus path
distance for 0.01 to 99.99 percent of all houre. These curves were obtained using the
point-to-point predictions for a smooth earth, N' =301, antenna heights of 30 meters,
and estimates of oxygen, water vapor, and rain absorption described in section 3, Cumu-
lative digtributions of hourly median transmiseion lose for terrestrial links may be read
from figures 1.7 to I. 17 for distances from 0 to 1000 kilometers and for 0.1, 0.2, 0.5,
1, ¢, 5 10, 22, 32.5, 60 and 100 GHz . The same information may be obtained from
figures I.18 to I.20,

For earth-space links, it is important to know the attenuation relative to free space,
A, between the earth station and space station as a function of distance, frequency, and the
angle of elevation, Bh, of the space station relative to the horizontal at the earth station
[ CCIR 19631; 1963j). Using the CCIR basic reference atmosphere*. [ CCIR Report 231,
1963¢)standard propagation curves providing this information for 2, 5, 10, 22, 32.5, 60
and 100 GHz, for 0.01 to 99.99 percent of all hours, and for eh =0, 0.03, 0.1, 0.3,

1,0, and w/2 radians are shown in figures I, 21-1,26, where A is plotted against the
etraight-line distance v between antennas. The relationship between A and L, 1is

b
given by

L =A+L =A+32,45+20logf+20logr db (1.1)
where f{ is the radio frequency in meégahertz and r is the straight-line distance between
antennas, expressed in kilometers.

The curves in figures I. 7-1. 26 provide long-term cumulative distributions of hourly
median values. Such standard propagation curves are primarily useful only for general
qualitative analyseg and clearly do not take account of particular terrain profiles or par-
ticular climatic effects, For example, the transmission loss at the 0.1% and 0, 1% levels
will be substantially smaller in maritime climates where ducting conditions are more

common,

)
The transmiesion loss predictions for this atmosphere are essentially the same as
predictions for Ns = 301,

1.3
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STANDARD PROPAGATION CURVES
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VERSUS DISTANCE AND TIME AVAILABILITY
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STANDARD PROPAGATION CURVES
HOURLY MEDIAN BASIC TRANSMISSION LOSS
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LONG TERM VARIABILITY ABOUT THE MEDIAN, IN DECIBELS

STANDARD PROPAGATION CURVES
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STANDARD PROPAGATION CURVES
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STANDARD PROPAGATION CURVES FOR EARTH-SPACE LINKS

8o* O RADIANS

NO ALLOWANCE HAS BEEN MADE FOR GROUND REFLECTION
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STANDARD PROPAGATION CURVES FOR EARTH SPACE LINKS
6, = 0.03 RADIANS
NO ALLOWANCE HAS BEEN MADE FOR GROUND REFLECTION
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STANDARD PROPAGATION CURVES FOR EARTH-SPACE LINKS
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1.3 Preliminary Reference Values of Attenuation Relative

to Free Space, A
cr

I.3.1 Introduction

Three main elements of the problem of prediction are the intended application, the
characteristics of available data, and the basis of relevant propagation models, The theoret-
ical basis of the model proposed here is simple, and its advantages and limitations are easily
demonstrated, Preliminary comparisons with data indicate standard errors of prediction con-
siderably greater than those associated with the specific methods described in volume 1, which
are designed for particular applications. However, the method described below is especially
useful when little is known of the details of terrain; it may readily be programmed for a digital
computer; and it is adequate for most applications where a preliminary calculated reference
value Acr of attenuation relative to free space 18 desired. The minimum prediction param-
eters required are frequency, path distance, and effective antenna heights. For the other
parameters mentioned typical values are suggested for situations where accurate values are not
known,

For radio line-of-sight paths the calculated reference value Acr is either a 'fore-
ground attenuation'' Af or an extrapolated value of diffraction attenuation Ad, whichever i8
greater, For transhorizon paths, Acr is either equal to Ad .or to a forward scatter attenua-
tion As’ whichever is smaller.

I.3.2 The Terrain Roughness Factor Ah.

Different types of terrain are distinguished according to the value of a terrain rough-
ness factor Ah, This is the interdecile range of terrain heights in meters above and below a
straight line fitted to the average slope of the terrain. When terrain profiles are available Ah
is obtained by plotting terrain heights above sea level, fitting a straight line by least squares
to define the average slope and obtaining a cumulative distribution of deviations of terrain heights
from the straight line. Ordinarily Ah will increase with distance to an asymptotic value. This
is the value to be used in these computations,

When terrain profiles are not available estimates of Ah may be obtained from the fol-

lowing table:

TABLE L1
Type of Terrain Ah (meters)
Water or very smooth terrain 0-1
Smooth terrain 10-20
Slightly rolling terrain 40-60
Hilly terrain 80-150
Rugged mountains 200-500
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1. 3.3 The Diffraction Attenuation Ad

If the earth is smooth Ad = R is computed using the method described in section 8 of
volume 1, If the terrain is very irregular, the path is considered as though it were two simple
knife edges: a) transmitter-first ridge-second ridge, and b) first ridge-second ridge-

receiver, The total diffraction attenuation K 1is then the sum of the losses over each knife.edge.
K=aA (vl' 0)+A (vz, 0) (1. 1)

These functions are defined by (I.7) to (I, 12),
The main features of a transhorigon propagation path are the radio horizon obstacles,
the radio horizon rays and the path distance d, which {s greater than the sum dL of the dis-

tances st and de_ to the radio horizons of the antennas. The diffraction attenuation Ad de-

pends on d, st, d. , the minimum monthly mean surface refractivity N' , the radio fre-

Lx
quency f in MHgz, the terrain roughness factor Ah, and the sum Oe of the elevations oet and

:] of horizon rays above the horizontal at each antenna., The latter parammeters may be measg-
ured, or may be calculated using (6.15) of volume 1,

In general, the diffraction atteruation A, is a weighted average of K and R plus

d

an allowance Abm for absorption and scattering by oxygen, water vapor, precipitation, and

terrain cluttex:
Ad=(1-A]K+AR+Ab. (L. 2)

where A ie an empirical weighting factor:

As [1 + mo«;s(—‘%}i {3-’%-2&)*']-1 (L 3)
6 =4,,+d _ km (L4)
0=8_+d/a radians, (L 5)

2= 6370/[ 1 - 004665 exp (0.008577 N )] (1. 6)
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The angular distance 6 1is in radians and the wavelength \ is expressed in meters, The
parameter (a 6 + dL)Id in (1. 5) {s unity for a smooth earth, where Ah/A {s smalland A =1,
For very irregular terrain, both Ah/A and (a® + dL)/d tend to be large so that A x0.

The following set of formulas used to calculate K and R are consistent with sections

7 and 8, volume 1,

=1,2 'de -
Y1, 2 915 e[f g, o (d-dp)/(d-d) + 0 r)? (.7
6.02+9.11v - 1.27v% for 0 <
A(v,0)={ rOcv=24 (1.8)
12,953 + 20 log v for v>2.4
R=G {xn} -F {xl} -F {xzi - cl {Kl.z) (I.9)
X =B, _st' Kt B i X T B Pyt X1t N (€ 19)
) .
B =f£¢" B, B =I§CZB B =f§czs
o1 o 1 ol b2 2 os o 1
C. = {8497/a }* C = (B497/a )J‘ C =(8497/a )% (I.11)
] 1 LH 2 os 8 *
=4’ /2n ) a.=d° /@2n =D /8 (1.12)
al“ Lt( ta 2 Lr re) as- s ‘

If the path distance d is less than d3 as given by (I.13), it is advisable to calculate

Ad for larger distances d3 and d4 and to extrapolate a straight line through the points
(Ads' d’) and (Adc' d‘) back to the desired value (A, d). The following is suggested for d3

and d,:

4
: 2 1 2oL
d3=dL+0.5(a 0% km, d4=d3+(a 107 (I.13)
I.3.4 The Forward Scatter Attenuation, As
The scatter attenuation As for a transhorizon path depends on the parameters d, Na'
£, ee, hte' hre and Abs' If the product 6d of the angular distance 6 and the distance d 1is
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greater than 0,5, the forward 8catter attenuation A’ is calculated for comparison with Ad:

S+103,4+40.3326d-101log(6d) for 0.5< 8d = 10

A = |S+97.1+0.212 6d - 2.5 log (6d) for 10 = 8d < 70 (1. 14)
8
S+ 86,8+ 0,15708d+ 5 log(6d) for 6d 2 70

4
S = Ho + 10 log (£67) - 0.1 (N' - 301) exp(-6d/40) + Abn (I. 15)

1 1 [ 1
Ho-(r+rl/{ef |0.007 - 0.058 e|J or
- te re

H =15 db, whichever is smaller.
o (I.16)

The reference attenuation A  =A if A <A .
cr 8 8 d
I. 3.5 Radio Line-of-Sight Paths
For line-of-sight paths the attenuation relative to free space increases abruptly as d

approaches d so an estimate of dL is required in order to obtain ACr . For sufficiently

LI
high antennas, or a sufficiently smooth earth, (see [I.18])," st and dLr are expected to
equal the smooth earth values dLst and dL":

= 8. 002 a km, d = +80.002a h km (I.17)
st te r re

dL Le

where a 1is the effective earth's radius in kilometers and hte' hx_e are heights in meters
above a single reflecting plane which is assumed to represent the dominant effect of the terrain
between the antennas or between each antenna and its radio horizon. The effective reflecting
plane is usually determined by inspection of the portion of terrain which is visible to both an-

tennas.

For a "'typical' or '"median' path and a given type of terrain ' st and dLr may,.«be'és— 7

timated as

st_= dut (1%0.9exp(-1.5 «JEteThn km (L. 182)
dLr = dLer [lt 0.9 exp(-1.5 \ﬂ;re; K” km, (I.18b)

If for a median path an antenna is located on a hilltop, the plus sign in the corresponding square
bracket in (I. 18a) or (I, 18b) is used, and if the antenna is behind a hill, the minus sign is used.
If d

and

+ dLr is less than a known line-of-sight path distance d, the estimates (I.18a)

-

=dry
18h)

»

are each increaged by the ratio (d/d,) so that d =d.
L At
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For example, in a broadcasting situation with hte = 150 meters, hre = 10 meters, and

Ah = 50 meters, (I.18) using minus signs indicates that st= 0.97 dLst and dLr =0.63 dLsr

For small grazing angles, (5. 6) and (5.9) of volume 1 may be combined to describe
line-of-sight propagation over a perfectly-conducting smooth plane earth:
3

A= 20 log [;;rdh' lf, ] db
te re-

(I.19)

where d is in kilometers and hte' hre' and the radio wavelength A are in meters. This
formula is not applicable for small values of )\d/(hte hre) , where the median value of A 1is ex-
pected to be zero. It is proposed therefore to add unity to the argument of the logarithm in (I.19).
The expression (I.19) is most useful when d is large and nearly equal to dL . Better
agreement with data is obtained if d is replaced by dL and the constant 103/(411-) is replaced
by Ah/A, the terrain roughness factor expressed in wavelengths. Accordingly, the foreground

attenuation factor Af can be written as

- [ . A :
A = 20 log Ll +d Ah/(h hre}J FA L db (L. 20)

The absorption A defined following (I. 2) is discussed in sections 3 and 5 of volume 1. For

bs

frequencies less than 10,000 MHz the major component of A is usually due to terrain clutter

bs
such as vegetation, buildings, bridges, and power lines.

For distances small enough so that A_ is greater than the diffraction attenuation ex-

b
trapolated into the line-of-sight region, the calculated attenuation relative to free space Acr

is given by (I, 20) and depends only on hte ’ hre , 4Ah, Ab. and an estimate of dI_. . For long

line-of-sight paths, the foreground attenuation given by (I. 20) is less than the extrapolated dif-
fraction attenuation A,, so A =A |
d cr

d
If st, d , and ee are known, these values are used to calculate Ad. Otherwise,

Lr
(I. 18) may be used to estimate st and dLr' and ee is calculated as the sum of a weighted

average of estimates of eet and eer for smooth and rough earth, For a smooth earth,

aet, . -0.002 hte, re/st, N radians,

and for extremely irregular terrain it has been found that median values are nearly

: 3
eet,r = (Ah/Z)/(st' . 107) radians.

Lst, r and (1 « st. r/dLst, r) ‘respectively as weights, the following

formula is suggested for estimating eet . when this parameter is unknown:
’

Using d;, r/d
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‘ d
=0.0005 [( Lst,r 1\) Ah-4h ] radans (1. 21a)
te, re

d
et, r Lst, r Lt, r

(L. 21b)

Oe = eet + eer or 6e = - dL/a, whichever is larger algebraically,

Ag explained following (I.12), the formulas for Ad require a path distance d greater

than d3. For a line-of-gight path d is always less than dL' 80 Ad
distancee d, and d, given by (I.13) and a straight line through the points (A3, d3) and (A4, d4)

is calculated for the

is extrapolated back to the desired value (A, d). This straight line has the formula

Ad=Ae+Md db (1. 22)

where
M = {Ada - Ad;”{d4 - d!) db/km (I.23)
Ae=Ad4 - Md_  db. (1. 24)

The straight line given by (I. 22) intersects the level Af where the path distance is

d£= (AI-AeHM k. (1. 25)
For d = d!. Acr = A!- (1. 26a)
For d>d,, A =A (1. 26b)

f cr d*

1.3.6 Ranges of the Prediction Parameters

These estimates of Acr are intended for the following ranges of the basic parameters:

TABLE 1.2
20 s f s 40, 000 MHsg 1sds= 2000 km
A/2sh =< 10,000 m 250 s N s 400
te, re a8
-dL/a = Oe =< 0.2 radians 0= Abt =< 50 db
0.1 dLst = sts 3 dLst 0.1 dL“ s dLr s3 dL"
05 Ahs 500 m
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Table I. 1. Values for the following independent parameters are assumed: hte =150 m, hre
10 m, Ah=50m, N. =301, £f=700 MHz. d
radians,

the calculated parameters in Table 1. 3.

1.3.7 Sample Calculations

Table 1.3 lists a set of sample calculations referring to the example introduced after

b

L

1
set equal to dL + 1 instead of dL+ 0. 3(azlf)’

For thie exsmple,

dL= 57.2 km
Ah/A =116.8

d3= 58.2 km

03- 0,000514 rad.
Y 0.096

Vi3 © 0.0174
vz3=0.0166
VyPy = 0.10

Py 1,04

A(va, 0) =6.9db
A(v13, 0) = 6.2 db
A(vz3, 0) = 6.2 db
A(0,p,) = 16.0 db
U(v3. p3) = -.9db
K,=12.4db

3

Ra" 18.1 dB

+
393 -

d3
A3 = 0,667
A, =29.5db
4

ds
93 =0.0299

= 1,058

3

A =29.5db
cr3

basic transmission loss L

ber

M = 0. 619 db/km, Ae

TABLE 1.
(I. 4)

and field strength E

t= 49,0 km, d

L

For these calculations the arbitrary distance d

3

a = 8493 km
A_=9.,3db

d, = 105.1 km

0 0.00603 rad.
\A 1.95
v,,=1.014

. 546

vy Py = 1.87
p4=0.96

A(v4,0) = 18.9 db
A(v,,,0) = 14,0 db
A(vz4,0)= 10.6 db
A(0,p,) = 14.7 db
Ulvgp,) =14.7 db
K, =24.6 db

4

R4= 55.3 db

ae4+d

4

A4 = 0,669
A, =58.5db
d

f
4
4

<
[}
o

=1.032

de -

4 94=0.634
H04= 3.8 db
S,=-56.5db
Ag, =49.1db

A =49,1db
crd

= .6.49 db, and d, = 25.5 km .

f
ber

=8.2km, 0 = -0.00634
r e

A . =0db. An appropriate equation number is listed in parentheses after each of

3

'(I.
(1.
(1.
(1.
(I.
(I.
(I.
(I.
(1.
(1.
(I.
(1.
(I.
(1.
(I.
(1.

The corresponding

i

20 log d db and 97.62 - 20 log d db, .respectively, corresponding to a constant value Acr =

A,=9.3db.

f

In general:
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6)
20)
13)
5)
)
8)
8)
9)
9)
10)
10)
10)
11)
12)
6)
5)

. 3b)
. 3a)

.16)

.15)
. 14)

for distances less than d_ are 98.65 +



Lbcr = 32.45 + 20 log d + 20 log f + Acr db

Fhor = 106.92 - 20 logd - A ap

For the example given above, L

Ebcm = 17,4 db.

bers

= 154.2db, L

1-.36

ber

o 178.9 db, E

bcrs

=42.1 db, and

(1.27)

(1. 28)



Annex II
AVAILABLE POWER, FIELD STRENGTH AND MULTIPATH COUPLING LOSS

II.1 Available Power from the Recelving Antenna
The definitions of gystem loss and transmission loss in volume 1 depend on the concept
of available power, the power that would be delivered to the receiving antenna load if its
impedance were conjugately matched to the receiving antenna impedance. For a given radio
frequency v in hertz, let z v z:’ ,» and z, represent the impedances of the load, the

actual lossy antenna in its actual environment, and an equivalent loss-free antenna, res-

pectively:
z,, =-r1v+ ix,, (II. 1a)
zt = r! +ix' (II. 1b)
v v v
z =r +ix (II. 1c)
v v v

where r and x represent resistance and reactance, respectively. Let Y, rep-

resent the power delivered to the receiving ante..na load and write wz'w and W respectively,
for the available power at the terminals of the actual receiving antenna and at the terminals

of the equivalent loss-free receiving antenna. If v'v is the actual open-circuit r.m,s,

voltage at the antenna terminals, then

' 2
vv rlv
W, T e e (I1.2)
tv Iz' + 2z
v v
When the load impedance conjugately matches the antenna impedance, so that z,, = z'v or
o - ! . .
rlv r and x[v xv » (II. 2) shows that the power Wy delivered to the load is equal to
the power wz'w available from the actual antenna:
v'2
v
1 IE ——
Wav "4 ¢ (Ir. 3)

v

Note that the available power from an antenna depends only upon the characteristics of the

antenna, its open-circuit voltage V', and the resistance r' , and is independent of the load
v . v'



impedance, Comparing (II.2) and (II. 3), we define a mismatch loss factor

w? (r‘v+r“ 2+(x‘v+ xlv)j
gmgwﬁﬂ (11. 4)
Ad 1
Ay 4 rL Ty

such that the power delivered to a load equals w; . When the load impedance conju-

v“mv
gately matches the antenna impedance, ‘mv has its minimum value of unity, and Wy =
w;v. For any other load impedance, somewhat less than the available power is delivered to

the load. The power available from the equivalent loss-free antenna is

VV
o =4Tv . (II. 5)

where v, is the open circuit voltage for the equivalent loss-free antenna,
Comparing (II. 3) and (II, 5), it should be noted that the available power w‘av at the
terminals of the actual lossy receiving antenna is less than the available power w_ = _w'

. av erv av
for a loss~-free antenna at the same location as the actual antenna:

) ! vz
1 VE———?V= 4 ’aal. (11. 6)
ery  VWav rvv’v

The open circuit voltage v'v for the actual lossy antenna will often be the same as the open
circuit voltage v, for the equivalent loss-free antenna, but each receiving antenna circuit
must be considered individually,

Similarly, for the transmitting antenna, the ratio of the total power w'! delivered to

tv
the antenna at a frequency v is !etv times the total power w, ~ radiated at the frequency v:

ey = Wy .

The concept of available power from a transmitter is not a useful one, and letv for the trans-
mitting antenna is best defined as the above ratio., However, the magnitude of this ratio can
be obtained by calculation or measurement by treating the transmitting antenna as a'receiving

antenna and then determining ‘et to be the ratio of the available received powers from the

v
equivalent loss-free and the actual antennas, respectively,

General discussions of !e are given by Crichlow et al,[ 1955] and in & report pre-

rv
pared under CCIR Resolution No. 1 [Geneva 1963c]. The loss factor ‘erv was successfully



determined in one case by measuring the power Wiy radiated from a loss-free target trans-
mitting antenna and calculating the transmission loss between the target transmitting antenna
and the receiving antenna, There appears to be no way of directly measuring either ‘erv or
letv without calculating some quantity such as the radiation resistance or the transmission
loss. In the case of reception with a unidirectional rhombic terminated in its characteristic
impedance, ' !erv could theoretically be greater than 2 [Harper, 1941], since nearly half
the received power is dissipated in the terminating impedance and some is dissipated in the
ground, Measurements were made by Christiansen [1947] on single and multiple wire units
and arrays of rhombics, The ratio of power lost in the termination to the input power varied
with frequency and was typically less than 3 dl.:.

For the frequency band ‘vl to Ym it is convenient to define the effective loss fac-

tors L and L as follows:
er et

m
S‘ (d wav/dv) dv
"1
Ler a 10 log db (1I. 8)

m
gv (dw /dv) dv.
1

v

m
S (d w /dv) dv
Yy

Let = 10 log db (1. 9

v
m

S (d w,, /dv) dv
"1

The limits Y and Y, ©on the integrals (II.8) and (II,9) are chosen to include es-
sentially all of the wanted signal modulation side bands, but Y is chosen to be sufficiently
large and Vi sufficiently small to exclude any appreciable harmonic or other unwanted radia-

tion emanating from the wanted signal transmitting antenna.

a8



II. 2 Propagation Loss and Field Strength

This subsection defines terms that are most useful at radio frequencies lower than

those where tropospheric propagation effects are dominant,

Repeating the definitions of r and r' used in subsection II. 1, and introducing the new

parameter Ty H

LI antenna radiation resistance,
’
r; = resistance component of antenna input impedance,
To Tos antenna radiation resistance in free space,
r
¢l

where subscripts t and r refer to the transmitting antenna and receiving antenna, respec-

tively, Next define

Let s 10 log (r't/rt). L..* 10 log (r'r/rr) (1. 10)
L 10 log (r‘t!rft}. L. = 10 log {r;,!rfr) (II. 11)
L, =10loglr/r el -L (I. 12)
L, =W0log(rn/r )=L, -L_ (II. 13)

[Actually, (IL.8) and (I1.9) define Let .and Let while (II, 10) defined r, and rr,. given r;:

'
and rr] .

Propagation loss first defined by Wait [1959] is defined by the CCIR

[1963a] as

t-L =L-L  -L db , (I1. 14)

fr rt rr

L =L L
P 8 f

Basic propagation loss is

Lpb=Lp+ Gp . (II. 15)
Basic propagation loss in free space is the same as the basic transmission loss in free space,

L defined by (II.74),

The system loss Ls defined by (2.1) is a meacurable quantity, while transmission loss

bf*

L, pathloss Lo' basic transmission loss Lb' attenuation relative to free space A, propa-
gation loss Lp’ and the field strength E are derived quantities, which in general require a
theoretical calculation of Let, er and/or Lit, fr 28 well as a theoretical estimate of the loss

in path antenna gain L

[+§2)
(¥4
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The following paragraphs explain why the concepts of effective power, and an

equivalent plane wave field strength are not recommended for reporting propagation

data.

A half-wave antenna radiating a total of w, watts produces a free space field

intensity equal to

8 = 1,64 wt/(41-rr2) watt’.s/krnZ (I1. 16)

at a distance r kilometers in its equatorial plane, where the directive gain is equal to its
maximum value 1.64, or 2.15db. The field is linearly polarized in the direction of the
antenna. In general, the field intensity sp at a point T in free space and associated with

the principal polarization for an antenna is
- ~ 2 2
sp(r) =w.eg (f)/(4nr ) watts/km (II.17)
P

as explained in a later subsection. In (II.17), T=rf and gp(P) is the principal polarization
directive gain in the direction r. A similar relation holds for the field intensity sc(?) ag-
soclated with the cross-polarized component of the field.

Effective radiated power is associated with a prescribed polarization for a test antenna
and is determined by comparing 8, as calculated using a field intensity meter or standard

signal source with sp as measured using the test antenna:
Effective Radiated Power = Wt + 10 log (sp/so) = Wt + Gpt(f'l) - 2.15 dbw (I1.18)

where G (f'l) is the principal polarization directive gain relativc to a half~-wave dipole in the

1 towards the recelving antenna in free space, and in genecral is the initial direction

of the most important propagation path to the receiver.

direction T

These difficulties in definition, together with those which sometimes arise in attempting
to separate characteristics of an antenna from those of its environment, make the effective
radiated power an infe;ior parameter, compared with the total radiated power Wt. which
can be more readily measured, The following equation, with Wt determined from (II. 18),
may be used to convert reported values of Effective Radiated Power to estimates of the trans-

mitter power.'output w W_hIEX.l transmission line and mismatch losses L_rt and the power

it

radiation efficiency 1/1et are known:

W, =Wi+L

it = Wt + Let + L dbw (II. 19)

1t 1t

The electromagnetic field is8 a complex vector function in space and time, and informa-
tion about amplitude, polarization, and phase is reqﬂred to describe it. A real antenna re-
sponds to the total field surrounding it, rather than to E, which corresponds to the r. m.s.

amplitude of the usual "equivalent" electromagnetic field, defined at a single point and for a

specified polarization,



Consider the power averaged over each half cycle as the '"instantaneous' available

signal power, w_
2
w_=v [R_ watts
L4 v

where v is the r.m, 8. aignal voltage and R, is the real part of the impedance of the re-

celving antenna, expressed in ohms. The signal power v avallable from an actual receiving

antenna is a directly measurable quantity.

The field strength and power flux density, on the other hand, cannot be measured di-
rectly, and both depend on the environment. In certain idealized situations the relationship

of field strength e, and power flux density, 8, to the avallable power may be expressed as
8= eZ/z = w“41rl(g)\2) watt:a/mZ

where e is the r.m. 8. electric field strength in volts/m, & is the impedance in free space

in ohms, \ is the free space wavelength in meters and g is the maximum gain of the re-

ceiving antenna.,
The common practice of carefully calibrating a field strength measuring system in an

idealized environment and then using it in some other environment may lead to appreciable

errors, especially when high gain receiving antennas are used.
For converting reported values of E in dbu to estimates of W!t or estimates of

the available power W - at the input to a receiver, the followi_ng relationships may be use-

1
ful:
Wﬂ =E + th + Lft - Gt + Lpb - 20 logf - 107.22 dbw (IX. 20}
Wh_ =E = Llr. Lfr+ Gr - Lgp - 20 1logf - 107.22 dbw (II. 21)
wjr = W; - L!r : wa - Ler - L.tr dbw (1. 22)

In terms of reported values of field strength E kw in dbu per kilowatt of effective
|

radiated power, estimates of the system loss, Ls, basic propagation loss Lpb' or basic
transmission loss L*b may be ‘derived from the following equations,
Ls = 139.37 + Let + Lﬁ_ - Gp + Gt - Gpt(rl) + 20 logf - Eka db (II. 23)
Lpb = 139.37 - Lrt + Gt - Gpt(rl) + 20 logf - Eka db (11. 24)
Ly = 139.37 +L__+G, - Gpt(rl) + 20 logf - Ew 9P (I1. 25)

provided that estlmates are avallable for all of the terms in these equations.



For an antenna whose radiation resistance is unaffected by the proximity of its en-
i L =L 0db, L =1L , = . ) i i -
vironment, ot or = Lt et and Lfr Ler In other cases, especially impor
tant for frequencies less than 30 MHz with antenna heights commonly used, it is often as-

sumed-that L =L =3,01db, L, =L +3.01db, and L
rt rr ft et fr

to the assumption of short vertical electric dipoles above a perfectly-conducting infinite plane.

= Ler + 3.01 db, corresponding

At low and very low frequencies, L |, Ler' L., and L may be very large. Propagation

et ft fr
curves at HF and lower frequencies may be given in terms of Lp or Lpb so that it is not

necessary to specify Let and Ler'

Naturally, it is better to measure L_ directly than to calculate it using {IL 23} It
may be seen that the careful definition of La' Lp' ' ‘L, or Lo is simpler and more direct
than the definition of Lb, Lpb’ A, or E. |

The equivalent free-space field strength Eo in dbu for one kilowatt of effective
radiated power is obtained by substituting Wu = Wt = Effective Radiated Power = 30 dbw,
=L_=0db, and L
ft P

S = Lbf in (II.18) - (II.20), where Lb is given by (2.16):

£ )=G =2.15db, L
Gpt(rl) G=2.1

b £

E_ = 106.92 - 20 lagd  dbu/kw (11. 26)

where r in (2.16) has been replaced by d in (II.26). Thus e, is 222 millivolts

per meter at one kilometer or 138 millivolts per meter at one mile. In free space, the

""equivalent inverse distance field strength', EI' is the same as Eo. If the antenna radia-

tion resistances T, and r are equal to the free space radiation resistances Tet and
2 . R .
T . then (II.25) provides the following relationship between El kw and Lb with
Gpt(rl) =G t:
Eka = 139.37 + 20 logf{ - Lb dbu/kw (IL. 27)

Consider a short vertical electric dipole above a perfectly-conducting infinite plane, with an
effective radiated power = 30 dbw, Gt = ], 76 db, and er = 3,0lcdb.. From (II.18) Wt = 30. 39
dbws since Gpt(fl) = 1, 7¢ db. Then from (II. 26) the equivalent inverse distance field is

E =E +L ,+L__=109.54 - 20 1logd dbu/kw (II. 28)
1 o rt rr

corresponding to e_ = 300 mv/m at one kilometer, or e = 186.4 mv/m at one mile. In

I
thie situation, the relationship between Eka and Lb is given by (IL. 25) as

E = 142.38 4+ 20 logf - L"n dbu/kw (IX. 29)

1kw
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The foregoing suggests the following general expressions for the equivalent free space field

strength Eo and the equivalent inverse distance field EI:
M o + ~ 40 . d
Eo : {wt Lx't Gt) logd + 74.77 bu (1I. 30)
EI = Eo + Lrt + er dbu (I1.31)

Note that L . in (II. 30) is not zero unless the radiation resistance of the transmitting
antenna in its actual environment is equal to its free space radiation resistance. The defi-
nition of "attenuation relative to free space' given by (2.20) as the basic transmission

loss relative to that in free space, may be restated as

A=Lb'L‘b£=L"Lf=EI_E db (II. 32)

Alternatively, attenuation relative to free space, At, might have been defined (as it some-

times i8) as basic propagation loss relative to that in free space:

At=Lpb-Lbf=A-Lrt-er=Eo-E db ‘ (IL. 33)
For frequencies and antenna heights where these definitions differ by as much as 6

db, caution should be used in reporting data. For most paths using frequencies above

50 MHz, Lrt + er is negligible, but caution should again be used if the loss in path
antenna gain L is not negligible. It is then important not to confuse the !'equivalent"

free space loss Lf given by (2. 19) with the loss in free space given by (2.18),



II.3 MULTIPATH COUPLING LOSS
Ordinarily, to minimize the transmission loss between two antennas, they are oriented

to take advantage of maximum directive gains (directivity) and the polarizations are matched.
This maximizes the path antenna gain. With a single uniform plane wave incident upon a re-
ceiving antenna, therc will be a reduction in the power transferred if the antenna beam is not
oriented for maximum free space gain, If the polarization of the receiving antenna is matched
to that of the incident wave, this loss in path antenna gain is due to "orientation coupling loss",.
and if there is a polarization mismatch, there will be an additional ''polarization coupling loss'’,
In general, more than one plane wave will be incident upon a receiving antenna from a single
source because of reflection, diffraction, or scattering by terrain or atmospheric inhomoge-
neities, Mismatch between the relative phases of these' waves and the relative phases of the
receiving antenna response in different directions will contribute to a '"multipath coupling loss'
which will include orientation, polarization, and phase mismatch effects, If multipath propa-
gation involves non-uniform waves whose amplitudes, polarizations, and phases can only be
described statistically, the corresponding loss in path antenna gain will include '""antenna-to-
medium coupling loss', a statistical average of phase incoherence effects.

This part of the annex indicates how mulsipath coupling loss may be calculated when ine
cldent waves are plane and uniform with known phases, and when the directivity, polarization,
and phase response of the recelving antenna are known for every direction. It is assumed that
the radiation resissance of the recelving antenna is unaffected by its environment, and that the
electric and magnetic fleld vectors of every incldent wave are perpendicular to each other and

perpendicular to the direction of propagation,

II. 3,1 Representation of Complex Vector Fields

Studying the response of a receiving antenna to coherently phased plane waves with
several different directions of arrival, it is convenient to locate the receiving antenna at the
center of a coordinate system. A radio ray traveling a distance r from a transmitter to the
receiver may be refracted or reflected so that its initial and final directions are‘dii[efent.

If -f is the direction of propagation at the receiver, T = fr is the vector distance from the
receiver to the transmitter if the ray path is a straight line, but not otherwise,

A paper by Kales [1951] shows how the amplitude, phase, and polarization of a uniform,
monochromatic, elliptically polarized and locally plane wave may be expressed with the aid
of complex vectors. For instance, such a wave may be expressed as the real part of.the sum
of two linearly polarized complex plane waves J—Z"é’r exp(iT) and i\fl_?i exp(iv). These
components are in time phase quadrature and travel in the same direction - £, where i=\V-1
and ?r and :i are real vectors perpendicular to f, The vector Z:r + 1%1 15 then a complex

vector, Field strengths are denoted in volts/km (103 microvolts per meter) and field inten-

fpsa s 2 - 11 . . .
sities in watts /km"~ (10 3 milliwatts.per square meter), since all lengths arc in kilometers,
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The time-varying phase

T =k(ct - r) (11. 34)

is a function of the free-space wavelength \, the propagation constant k = 2n/\, the free-
space velocity of radio waves c = 299792.5 + 0.3 km/sec, the time t at the radio source,
and the length of a radio ray between the receiver and the source.

Figure II-1 illustrates three sets of coordinates which are useful in studying the phase
and polarization characteristics associated with the radiation patiern or response pattern of
an antenna. Let t =fr represent the vector distance between the antenna and a distant point,
specified either in terms of a right-handed cartesian unit vector coordinate system ﬁo' g

ll
&_ or in terms of polar coordinates r, 8, ¢:

2
- " 2 2 2 2
r:{-‘r=§l0;c0%ﬁlxl+xaxz, L RN +x2 (I1I. 352)
xo =rcos®9, xl = rsinBcos ¢, x2 =rsinB sin¢ (I1. 35b)
£ =£(06,0) = )‘Eo.cos 0 + ()’El cos¢ + )‘22 sin¢) sin 8. - (I1. 35¢)

As a general rule, either of two antennas separated by a distance r is in the far field or
radiation field of the other antenna if r > ZDZIL, where D is the largestlinear dimension
of either antenna,

The amplitude and polarization of electric field vectors —e’e and _e. , perpendicular
to each other and to £, is often calculated or measured to correspond to the right-handed
cartesian unit vector coordinate system £, ée, é‘¢ illustrated in figure II-1. The unit vector

847 is perpendicular to £ and ﬁo, and ée is perpendicular to é‘¢ and f. In terms of vector

cross-products:

& =(F %% )sin0 = £, sing - &_cosa (11. 36a)
it o 1 Z
F =8 wf={(R - Fcozd9)/sind, (1I. 36b)
. il

The directive gain g, a scalar, may be expressed as the sum of directive gains 8¢ and

g¢ associated with polarization components e =é e and e, =6 e , where the coeffi-

] CA] ¢ ¢ ¢
cients ee and e¢ are expressed in volts/km:
e e +ow
8 =8gt k. (1L 37)
Subscripts t and r are used to refer to the gains 8, and By of transmitting and receivin

ing
e
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e, as defined by (1I. 38) is the free space ficld strength at a distance r in kilometers from
an isotropic antenna radiating w ¢ watts:
. ] ) i
e =[n_ w /{4nr )]/‘ volts/km., (1. 38)
o ot
-7 . C

Here, n, = 4mc. 10 = 376.7304 + 0.0004 ohms is the characteristic impedance of free
space, The maximum amplitudes of the 8 and ¢ components of a radiated or incident field
are I;‘OIJ'Z_ and ‘:ﬁ’lﬁ' where

/ Rl

|_€9| = .ee = eog]ea Voltslkt_np I eq,l

=e

=e gl/z v.olts/km. (11. 39)
$ o°¢ )
If phases T_ and T, are associated with the electric field components :0 and —;4?' which
are in phase quadrature in space but not necessarily in time, the total complex wave at any

. -,
point r is

Nl e_+ iei] exp({ir) =2 | eeexp{i._‘re) + e¢ exp(i Tq)}} expliT), (11.40)
From this expression and a knowledge of -;9 N o o we may determine the real and imaginary

— — .
components e, and e which are in phase quadrature in time but not necessarily in space:

e = Er e =e,CosT, + e¢cos T¢ . . (1I.41a)
e]_ = eieizeasxn79+e¢sxn7¢. (II.41.§)

The next section of this annex introduces components of this wave which are in phase quadrature

in both time and space.
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II. 3.2 Principal and Cross-Polarization Components
Principal and cross-polarization components of an incident complex wave
NZ (_e-r + i:;i) ¢xp(iT) may be defined in terms of a time-independent phase ™ which is a
function of r [Kales, 1951]. If we write

— e -
e +ie =(e
T

; | + 1c2)exp(1 Ti] (11.42)

—- —
and solve for the real and imaginary components of the complex vector e + ieZ, we find that

L = P os T, + i T I1I.43a
ei 1 Cl € COs T, e, sinT, ( 3 )
= ] = 5 T, = i T. e .4
o l_,E LZ €, Co8 T, e 8sinT, (II 3b)

Whichever of these vectors has the greater magnitude is the principal polarization component

e , and the other is the orthogonal cross-polarization component -;c:

2 20 2 2 2 —_ =,

E‘l = er cOs Ti + ei sin Ti + er . ei sm[ZTi) (1I. 44a)
2 2 2 2 2 —

e, =e 8in T.+ e cos T, -e e sin{21 ), (1I. 44b)
2 T i i i r i i

The phase angle LA is determined from the condition that ?1 -?2 = 0:

tan(ZTi) = Zer . ei/(er - e )e (11. 45)

Any incident plane wave, traveling in a direction -f is then represented as the real

part of the complex wave given by

?p+i?c)exp[i(f+ )] (11. 46)

~/Tgexp[i(7 + Ti)] NT

The principal and cross-polarization directions 6p and éc are chosen so that their vector

product is a unit vector in the direction of propagation:

& xé =-f, : (I1.47)
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A bar is used under the symbol for the complex vector E s_gp + i-e.c in (II.46) to distinguish

- B > -

it from real vectors such as e ' er, ei, :p' and ?c' The absolute values of the vector

8 %4
cocificients ep and e  may be found using (I 44).
As the time t at the transmitter or the time T at the receiver increases, the real

vector component of (II.46), or "polarization vcctor®,
NZT [epcos (r + Ti) -e, sin(T + Ti)]

describes an ellipse in the plane of the orthogonal unit vectors é’p =_e“p/ep and GC = _e.C/eC.
Looking in the direction of propagation -r(6,¢) with eP and e. both positive or both negative,
we see a clockwise rotation of the polarization vector as T increases.

Right-handed polarization is defined by the IRE or IEEE and in CCIR Report 321 [1963m] to
correspond to a clockwise rotation of a polarization ellipse, looking in the direction of prop-
agation with r fixed and t or T increasing. This is opposite to the definition used in classical
physics.,

The !'axial ratio" ec/ep of the polarization ellipse of an incident plane wave

J'Z-Eexp[i('r + ‘ro)] is denoted here as

a = eC/eI') (1. 48)

and may be either positive or negative depending on whether the polarization of the incident

wave is right-handed or left-handed. The range of possible values for a is -1 to +1.
x
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II. 3, 3 Unit Complex Polarization Vectors
U the receiving antenna were a point source of radio waves, it would produce a plane
wave Jfgr exp[i(T + 'rl_)] at a point T in free space, The receiving pattern of such an
antenna as it responds to an incident plane wave \ITEexp[i('r + Tr)] traveling in the opposite
direction -f is proportional to the complex conjugate of Er exp (i Tr) [S. A. Schelkunoff and

H. T. Friis, 1952]:
[epexplit ¥ =(e  -ie Jexpl-iT), (IL. 49)

The axial ratio ecr/epr of the type of wave that would be radiated by a receiving antenna

is defined for propagation in the direction £. An incident plane wave, however, is propagating
in the direction -f, and by definition the sense of polarization of an antenna used for reception
is opposite to the sense of polarization when the antenna is used as a radiator. The polarization
associated with a receiving pattern is right-handed or left-handed depending on whether a .

is positive or negative, where

a = -e e =-e a ,
Xr cr/epr' cr pr xr (11. 50)
The amplitudes Ieprl and lecrl of the principal and cross~polarization field components
:pr and e are proportional to the square roots of principal and cross-polarization directive
cr
gains gpr and 8.p’ respectively. It is convenient to define a unit complex polarization
vector Er which contains all the information about the polarization résponse associated with

a receiving pattern:

. ” 2 %

Er = {é‘pr + lecr axr)(l + axr) (IL. 51)
az = /
ar  Ber'BLr . (IL. 52)

The directions é‘pr and é'cr are chosen so that

8pr x é.cr =% (II. 53)

In a similar fashion, the axial ratio a_ defined by (11, 48) and the orientations gp and &
c

of the principal and cross-polarization axes of the polarization ellipse completely describe

the state of polarization of an incident wave \fz-Eexp[i('r + Ti)] » and its direction of propa~

gation -f = ep xe . The unit complex polarization vector for the incident wave is



—

geslel= (8, +if a1+ a2y,

x (1I. 54)
The magn tude of a complex vector E =_e-p + i—e'c is the square root of the product of E and
its complex conjugate -é.p -ie :

— — ey LV

IEI =(e- E*)/z = (ep2 + ecZ]’r’2 volts /km . (IL. 55)
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II. 3.4 Power Flux Densities
The coefficients ep and e, of the unit vectors 8p and 8C are chosen to be r.m, s,
values of field strength, expressed in voltsfkm, and the mean power flux densities ap and
8. associated with these components are

2 2 2 2
sp = ep /qo watts /km", 5. €, {no watis fkm (1L 56)

The corresponding principal and cross-polarization directive gains gp and g, are

2 2 .
gp = 4mr Sp/Wt- CI 4Tr scfwt (11, 57)

where w, is the total power radiated from the transmitting antenna., This {8 the same rela-

tion as that expressed by (II, 39) between the gains 8gr By and the orthogonal polarization

b

- —
components eq and e,

¢

The total mean power flux density s at any point where —_e. is known to be in the radi-

ation field of the transmitting antenna and any reradiating sources is

-2 2 2. 2
s=|el™/n =ge m =5 +s =(e +el)/n

P
2 2 2 2 2
= (er + e ]/no = (ae + eQ}an watts fkn (1I. 58a)
—g +g =g tg, =dnrisfp =sn je’ (IL. 58%)
BB, tB “Bytg, =T s/p =en /e .

where e, is given by (II.38). The power flux density 8 is proportional to the transmitting
antenna gain 8 but in general g is not equal to g, 28 there may be a fraction ap of

energy absorbed along a ray path or scattered out of the path, We therefore write
= (1+a2)—a (1+a2= II. 59
g=8g, x) = 2p8pt %) * 2p8t-. (L. 59)

The path absorption factor ap can also be useful in approximating propagation mechanisms
which are more readily described as a sum of modes than by using geometric optics. For
instance, in the case of tropospheric ducting a single dominant TEM mode may correspond
theoretically to an infinite number of ray paths, and yet be satisfactorily approximated by

a single great-circle ray path if a.p is appropriately defined. In such a case, ap will

occasionally be greater than unity rather than less.



Orienting a receiving dipole for maximum reception to determine sp and for minimum
reception to determine S will also determine é‘p and é'c. except in the case of circular polar-
ization, where the direction of SP in the plane normal to T is arbitrary. In the general
case where |ax| <1, either of two opposite directions along the line of principal polarization
is equally suitable for SP.

Reception with a dipole will not show the sense of polarization:— Right-handed and left-
handed circularly polarized receiving antennas will in theory furnish this information, since
E may also be written to correspond to the difference of right-handed and left-handed circu-

larly polarized waves which are in phase quadrature in time and space:
H.ie - FEE. (1. 60)
[ P 2

The mean power flux densities s, and s, associated with right-handed and left-handed polar-

izations are
=(e_+e )2/(2n) watts/lkm’ IL 61
s = ep e, u s (I1. 61a)
N 2 2 2
8, = (ep -e )/ n,) watts/km (I1. 61b)

.so the sense of polarization may be determined by whether sr/sl is .greater than or less than

unity, The flux densities s_ and s, are equal only for linear polarization, where e =0,
r 1 Y c
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II. 3, 5 Polarization Efficiency
The polarization efficiency for a transfer of energy from a single plane wave to the
terminals of a receiving anterna at a given radio frequency may be expressed as a function of
the unit complex polarization vectors defined by (II,51) and (II.54) and the angle thp between

principal polarization directions associated with :et and -é—.r' This polarization efficiency is

2 2 .2 2
2 cos U“p(axaxr + 1) + sin typ(ax+ axr) (1, 62)
IE ' _Erl - Z z .
[ax + 1}(3:{;_ + 1)

where

8§ .8 =-& .& =cos ¢p, 8p- gcr = gpr . 'éc = sintyp. (11.63)
As noted in section 2 following (2.11), any receiving antenna is completely ‘''blind"

to an incoming plane wave \/wzté:exp[i(‘r + Ti)] which has a sense of polarization opposite

to that of the receiving antenna if the eccentricities of the polarization ellipses are the same

(laxl = |axrl) and if the principal polarization direction é'p of the incident wave is perpen-

dicular to & i In such a case, cos ¢p =0, ax = -axr‘ and (I1.62) shows that the polarization

efficiency |E ﬁrlz is zero. As an interesting special case, reflection of a circularly

polarized wave incident normally on a perfectly conducting sheet will change the sense of

polarization so that the antenna which radiates such a wave cannot receive the reflected wave.

, 2 .
In such a case a =-a =% 1, so that |_§ Erl = 0 for any'value of wp.

x .

On the other hand, the polarization efficiency given by (II.62) is unity and a maximum
transfer of power will occur if a = axr and q‘p = 0, that is, if the sense, eccentricity,
and principal polarization direction of the receiving antenna match the sense, eccentricity,
and principal polarization direction of the incident wave.

For transmission in free space, antenna radiation efficiencies, their directive gains,
and the polarization coupling efficiency are independent quantities, and all five must be
m.aximized for a maximum transfer of power between the antennas, A reduction in either one
of the directive gains g(-f) and g, (f) or a reduction in the polarization efficiency Iﬁ . §r|2
will reduce the transfer of power between two antennas,

With each plane wave incident on the receiving antenna there is associated a ray of
length r from the transmitter, an initial direction of radiation, and the radiated wave
Et exp[i(T+ Tt)] which would be found in free space at this distance and in this direction.
When it is practical to separate antenna characteristics from environmental and path charac-
teristics, it is assumed that the antenna phase response Ty like ’rr, is a characteristic

of the antenna and its environment and that
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T =T, + Tp (1. 64)
where Tp is a function of the ray path and includes allowances for path length differences and
diffraction or reflection phase shifts,

Random phase changes in either antenna, absorption and reradiation by the environ-
ment, or random fluctuations of refractive index in the atmosphere will all tend to fill in any
sharp nulls in a theoretical free-space radiation pattern E or Er. Also, it is not possible
to have a complex vector pattern e/r which is independent of r inthe vicinity of antenna nulls
unless the radiation field, proportional to 1/r, dominates over the induction field, which

. . . 2
is approximately proportional to 1/r .
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11.3.6 Multipath Coupling l.oss

Coherently phased multipath components from a single source may arrive at a receiving
antenna from directions sufficiently different so that v, and T, vary significantly, It is
then important to be able to add complex signal voltages at the antenna terminals, Let n =1,
2,---, Nand assume N discrete plane waves incident on an antenna from a single source.
The following expressions represent the complex open-circuit r, m.s. signal voltage v
corresponding to a radio frequency v cycles per second, a single incident plane wave
.J"Z'Enexp{ih + T'm)}’ a loss-free receiving antenna with a directivity gain Bpn
and an effective absorbing area a matched antenna and load impedances, ant:l ;m input

resistance r, which is the same for the antenna and its load:

Y% .

v, =l4r s a ) 2 8, an) exp [i(T + Ton tr- T.a)) volts {11. 65)
5 = |_§ i?‘;, =w a g f{‘iTrrZ) wattsl}unz' (11. 66)

n —n ]0 ropnoin n :

= ?\2;‘{4 k 2 6
aen - g1'1'1 ) dem (m. 67
5.5 =[(1+a’)1+a )] 7%(1+ i + i

LAY * ( xn) ®xrn ] [ axnaxrn)cos ¢pn + 1(axn 3yrn) 810 q‘pn] - (1. 68)

If the polarization of the receiving antenna is matched to that of the incident plane wave, then

2%n " Zxrn’ lan =0 §n ’ ﬁrn =1, and

W2 f(amx )*1% exp (il + Tt

vn:[4r Wy @ Ein® tn

v¥x 2pn -T.n)] volts. (11. 69)

rn

If the coefficient of the phasor in (1I. 69) has the same value for two incident plane waves, but
the values of Tin” Trp differ by w radians, the sum of the corresponding complex voltages
is zero. This shows that the multipath coupling efficiency can theoretically be zero even
when the beam orientation and polarization coupling are maximized, Adjacent lobes in a
receiving antenna directivity pattern, for instance, may be 180° out of phase and thus cancel

two discrete in-phase plane-wave components,

Equation (II. 3) shows the relation between the total open-circuit r. m. s. voltage

] volts (1L. 70)
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and the power w available at the terminals of a loss-free receiving antenna:

2
W=V [(4r v) watts . (I1. 71)

In writing w, for Yoo in (II.71), the subscript v has been suppressed, as with almost

all of the symbols in this annex. Studying (II. 65) - (II. 68), (II. 70), and (II.71), it is seen

2
that the expression for w_  is symmetrical in the antenna gains g , g , and g =a_g,
2 a P pr c x °p
g _=a__g__, andthat w is a linear function of these parameters, though v  is not.
cr Xr Cpr a v
From this follows a theorem of reciprocity, that the transmission loss L = - 10 log (Walwt)

is the same if the roles of the transmitting and receiving antennas are rcversed,
The basic transmission loss Lb is the system loss that would be expected if the
actual antennas were replaced at the same locations by hypothetical antennas which are:

(a) loss-free, sothat L =L __=0db, See (2.3).
et er

(b) isotropic, so that 8 =8, = 1 in every direction important to propagation between

the actual antennas.
2
(c) free of polarization coupling loss, so that |B . ﬁ |

Pl = 1 for cvery locally plane

wave incident at the receiving antenna,

(d) isotropic in their phase response, so that T ST 0 1in every direction,

The available power w

b corresponding to propagation between hypothetical isotropic

antennas is then

1
w RZ N (a a )/z cos(t__ =T )
w. o= pn_Pm PR g (1L, 72)
ab 4 )2 rnrm
(4 nal
m=1

The basic transmission loss L, corresponding to these assumptions is

bf

b
H - - 1 fRTY =W - LT3
by 10 ug{w}lb,wt} "vt wab db (II.75)
The basic transmission loss in free space, Lbf’ corresponds to N - 1, ap1 =1, Tpl =0,
ry o=
I .= - 10 log [)\/(hrr]]z =32,45+ 201og f + 20 log r db (11, 74)

where f is in megacycles per second and r is in kilometers, Compare with (2. 16).

Ag may be seen from the above relations, only a fraction ", of the total (Tux density
8 per unit radiated power w, contributes to thc available received power w, from N plane
n E

. . . 2 . :
waves, While s, is expressed in watts/km , s, 1s expressed in watts/kmz for ach watt
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ol the power W radiated by a aingle source:
8 = 4wa /(A W, , 1 II 75)
e a t *

For each plane wave from a given source, & exp(i Tin) or Ernexp(-nrn) may sometimes
be regarded as a statistical variable chosen at random from a uniform distribution, with all
phases from -w to m equally likely. Then real power proportional to |'§n-§°:n|2 may be

t t'l« e e et e b~ seemnd Al

he antenna terminals, rather than the complex voltages defined by (il. 65)~(11. 68).

For this case, the statistical "expected value" <se> of 8, is

N

s a2 2
<Be> N Z aPﬂ gtngrn lgn. -ErnI /(4"rn)' (11.76)

n=1

In terms of se, the transmission loss L is

L. =21,.46 + 20 log f - 10 log s, db. (I1.77)

Substituting <ge> for 8, in (II, 77), we would not in general obtain the statistical expected
value <L> of L, since <L> is an ensemble average of logarithms, which may be quite
different from the logarithm of the corresponding ensemble average <ee>. For this reason,
median values are often a more practical measure of central tendency than “expected"
values, With W, and N fixed, median values of 8, and I, always obey the relation

(1I. 77) while average values of 8, and L often do not.

The remainder of this annex is concerned with a few artificial problems designed
to show how these formulas are used and to demonstrate some of the properties of radiation
and response patterns. In general, information is needed about antenna patterns only in the
few directions which are important in determining the amplitude and fading of a tropospheric
gignal. Although section IIL 3.7 shows how a complex vector radiation or reception pattern may
be derived from an integral over all directions, it is proposed that the power radiation
efficiencies and the gains gr(?) or gt(-i") for actual antennas should be determined by meas-

urements in a few critical directions using standard methods and a minimum of calculations.

I1-22



II. 3.7 ldealized Theoretical Antenna Patterns
Consider a point source of plane waves, represented by complex dipole moments
in three mutually perpendicular directions, ﬁo. ﬁl, and RZ. These three unit vectors,
illustrated in figure II. 1, define a right-handed system, and it is assumed that the corre-
sponding elementary dipoles support r.m.s. currents of IO' Il' and IZ amperes, respectively,
The corresponding peak scalar current dipole moments are ~/'Z'Iml ampere-~-kilometers,

where m =0, 1, 2, and the sum of the complex vector dipole moments :’Emﬂ Im! exp(i'rm)

.

may be expressed as follows:

= + 1 [II' 78a
A EN ; l.a. \ )
= 2 i + + = + + 5 7
31 N (2 [+ chl X_C ). az ﬁutx =3 RI L XK, 5 } ([I. 8b)
I = + I t 2 < = Dceos {1 in- = ( )
1 | 1 . (I f )(,Db |=1, B .."([ }E oA ]1' m ..,0, 1' Z_ 1I. 79

Here, Tor Ty and L5 represent initial phases of the currents supported by the elementary

dipoles. The time phase factor is assumed to be exp(ikct),

Using the same unit vector coordinate system to represent the vector distance T from

this idealized point source to a distant point:

r=§0‘x0+xlxl +§2x2=9r (11. 80)

where Xqe xl, and x, are given by (II. 35b) as functions of r, 6, &, The compnlex wave at

T due to any one of the elementary dipoles is polarized in a direction
rx(xme)=xm-Fxm/r (II.81)

which is perpendicular to the propagation direction: £ and in the plane of )'ém and ¥, The

total complex wave at T may be represented in the form given by (II.41):

N .g{-;}exp(i T =2 (“e-r + i:i)exp{iw) :.J—f [:;P + i:;c}exp[i('r + Tt}]

= [£ x(a x #)) [n,/12xr)] expliv) (11.82)
T=k(ct-r)+n/4 (I11.83)
ﬁ;’r = [E’l - f(?;l . )] qDI(Z)\.r} volts /km (11.84a)
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JE :?i = [';{’Z - E{E:z. M) n AA2rT} velts fkm. (11.84b)
The total mean power flux density s () at T is given by (II. $8a):

i 2. 2 2ot
sir) = {er ‘I'ei ”'WQ = [al - {al R 8y T (a,: i:}2']""‘10

-

Ny (IE}
2 2 2 2 2 2
e 2y L -
2 o {I NS NV 3(c Ko ¥y ¥ CaaXgE, t o X X))
(11. 85)
=(I 1 /IZ) o8 ( T )
mn " Ymn €8 Tm= Tt (1-86)

The total radiated power w, is obtained by integrating s(r) over the surface of a sphere

of radius r, using the spherical coordinates r, 6, ¢ illustrated in figure IL 1:

2w Zm (Il)
W :S‘ dé S de r s(r) 8in 6 = -———-——-z—-——— watts . (11.87)

[¢] o

'From (I1.87) it is seen that the peak scalar dipole moment N214 used to define a, and

-;Z in (II. 78 may be expressed in terms of the total radiated power:

vJ"Z'I,Q = W 3wt N’-r?'-.i)T ampere -kilometers . (11.88)

The directive gain g(T) is

1 1
) Z > Z
g() = 4n x” s(@)w, = -g- 1- G.;l} cos®0 - (-i-ln sin’ 0 cos’e

/ Iz> 2 .2 ( : ) . 2 _
s\t ) sie 6 ain$ ¢y, co8dtc,, eing sin(28) - e 80 sin{24} «  (1I.89)
This is the most general expression possible for the directive gain of any combination of
elementary electric dipoles centered at a point, Studying{II.89), it may be shown that no
combination of values for IO' 11, IZ' 'ro, T T will provide an isotropic radiator, As
defined in this annex, an lsotropic antenna radiates or receives waves of any phase and

polarization equally in every direction,
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For the special case where 10 = 11 =1, = 1/N3, T = wf2, 7, =0, and T,
(I1.89) shows that

-~ 2
g{r)=1+8in O sin¢ cos¢ .

(11. 90)
With these specifications, (IL 78) shows that <o = 0, € ==cy= 1/N7F, 8o = 1/V3,
8, =8,= 0, and (II,78) witk (II,88) shows that
— PO - -
a, = [xl-xz)b, 2= ¥ b (IL91a)
r 1Y%
b= h '%-wrf(rnoi . (I1. 91b)
Substituting next in (II.84) with the aid of (IL2):
'J—Ter = eo(x1 - X, - r bz) . Wei = eo(xo- Y cos ) (IL. 9¢)
: 2 1
e =|nw /(4'rrr)1 s b, = sin B8(cos8 ¢ - sind) . (1[. =3)
o | o t i 2

The principal and cross«polarization gains determined using {II.57) and (II.58) are

gp(?) = 14sin° 8(sing cosd - 1), . g ()= Y sin’ 0 . (IL. 94)

The subscripts p and c¢ in (IL9a) should be reversed whenever g(9,¢) is less than

1/2 and 3/2 while g

2
sin 8. Minimum and maximum values of g are

ranges from
1/3 to 1 and g, from 0 to 1/2.

The impertance of phases to multipath coupling is more readily demonstrated using
&osomewhat more complicated antenna, The fellowing paragraphs derive an cxpression far
nowave which Is approximately plane at a distance v exceeding 200 wavelengths, radiated
by an antenna composed of two three-dimensional complex dipoles located at =5 X\ ?co and
+5X ?co and thus spaced 10 wavelengths aparts When the radiation pattern has been

determined, it will be assumed that this is the receiving antenna, Its response to known
plane waves from two given directions will then be calculated.

With the radiated power wt

divided equally between two three-dimensional complex
dipoles, E is redefined as

a=((®/N2)a o % -k, 41k, (11.95)
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Since 5\ is negligible compared to r except in phase factors critically depending on

r', =°

1 2 the exact expressions

— :---m'= -~ —n .:-.o ~ R
r,ET S?\XU, T, 1+57\x0 {1L.96)

lead to the following approximations and definitions:

r,mr(lec), w,=rt{l+e}, e =57 r)cos (11.97)
rlzrtl-%'e)-xoe sec B, ra:r(l-e}+xos sec G (11.98)
;z;co cose+(3‘(l cos¢+§2 sin¢) sin6 , (11.99)
For distances r exceeding 200 wavelengths, |g | < 0.025 and (Z is neglected entirely,
so that
1'lrl:r-:?\xo, :-dr&:r+3?\x0, (11. 100)

At a point ?, the complex wave radiated by this antenna is approximately plane and

may be represented as

lo -~ - '
| i | i = H 2 1 1 3
NZle +icg}oexplit) = VT ! explir)) +c, explir,) ‘| (II. 101)
where
T=k(ct-r) + /4 (1I.102)
TETRT TaET T T, = 10mcos o, . (11. 1C 3)

As in (I1.£2) , the waves radiated by the two main elements of this antenna are represented in

(II. 101} as the product of phasors exp(i Tl) and exp(i Ta) multiplied by the complex vectors
\I’?El and \f_ZEa , Trespectively:

o ’ /ﬂ o =N I \1

© 8 = 3 ' -] = : o“ II-‘ . b .
Ve Lrlx \2Xx rl]jnnf(é‘}\r} (e f2} a TiAg, r‘)J (1. 10-.a)
N2, |Lr&>< axre, | jnof{ Ar} l[r.oi'é) -__"eo rla rgj,l (11. 104L)
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Evaluating a .;1, a . . ‘.;l, and ‘3‘2 with the aid of (IL 95), (. 98), (IL.99) and (IL 104):
25 A e

o
a +r.=zb (1+e)+i|-c056-e(sece-coae)] (1X. 105a)
-0 1 2 L

:;’o- ;2=b2(1-¢)+i[cose+s(5ec9-cos e)] (II. 105b)

B = (co{Z] {Lxl - X, - rb2(1+25) +x0b2 eacc:e]_

+i[§o(1+e)-;cose+;e(aec9-2cose)]} (L. 106a)

_73'2 (GOIZ){FI - Qz - ?bz(l-?.z} - ﬁobz ¢ BBC e]

+ i[;c{l-e] =t cosB - Fe {secd - 2 cos g}j} . (11. 106b)

Since the sum and difference of exp (i'rl) and exp(i TZ) are 2cos Ta exp(i r) and

2i sin T, ©XP (it), respectively, .e‘r and —é.i as defined by (II.101) are

T = e ik %, -%b 8 X +7 2 1 s

r = % L =Xy -Fb, jcoE T ~eix r{sech - ccsejj sin ¥ (IL. 107a)
T = & _% 28 T o )

e = 8 [xo- r cos G]cos Tt bZ [Zr .SEO secﬂJsm Taf . (IL. 107Db)

-
e

The complex wave N2 ?r +1i i) is a plane wave only when -é.r and _e'i are both per.

pendicular to the direction of propagation, ;, or when

Tole +i.ei =¢ Bin -ra_lr{c:c:s()--sec&)+is!.n(){n:c:sqam-sirup}~1 =0 (11. 108)
L

which requires that ¢ = 0, sin Ty = 0, or 6=0. I ¢ is negligible, the total mean

power flux density in terms of the directive gain g(;) is given by

s’ 2 ' -
s(r) = <e, + ef)/no = g(r) e:/no (Li. 10Y)
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g{™) = 2(1 + sinz 8 sind cos ¢} c:oaz Ty (X.110)

That w = is the corresponding total radiated power may be verified by substituting (II.108)

and (11.110) in (11.87), with the aid of (II.93) and (II.103).

Now let this antenna be a receiving anteima, and suppose that direct and ground-
reflected waves arrive from directions % (9, ¢) equal to

T 10,32, m/4) = 09492 X 4 0.2224(x, +X,} (IL 111a)

?Z{o.zs, 0.75) = 0.9611 SEO + 0,1430 S‘cl +0,1332 Qa - (II.111b)

Notc that '{-l and ;Z in (II.111)are not related to ?1 and ;Z in {I1.98} butare two

. Lol . : :
particular values of r, Corresponding values of Ty cos Ta' and sin T are
a

_|
1

T 29,82111 , con Ta.l = . 0,0240 , sin Ta:, = = 0,9997 (I1. 112a)

= 30,19245 , cos t__ = 0.3404 , sin 7__ = - 0.9403 . (II.112b)
az az az

49
14

The incoming waves in the two directions ;1 and ?2 are assumed to be plane, and the

distances T and r, to their source are assumed large enough so that € sin Ta1

and ¢ 2 sin T . are negligible compared to cos Tax and cos Tos? respectively, The plane
a

wave response of the receiving antenna in these directions may be expressed in terms of the

complex vectors associated with ?l and 2’2:

T 4T = 0024 | (R -%,) +1(0,099 X~ 0,211 %, - 0,211 §2}] (IL. 113a)

ri 11 &)

r
|73

— - a ~ [ a [
i = - % . - le i(o. - 0. =-0.12 .
€, 1€y, = 0.340 eol:( 0.013 %_+0.998 % - 1.002 %,) +i(0.076 % - 0.137%, - 0 8x2).\
(I 113b)

31 g . g = 3 . = Y d ._-,
Since e+ e 0, (11.44) with(J1.42) and (11.43) shows that 7 =0, 8o that e, 2nd e,
are principal and cross-polarization components of the complex vector receiving pattern:

o tie  =e +ie.. . (1I. 114a)
Pr3 ery ry it
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These same equations show that T =" 0.005 and that

e +ie =0.340e [(-0,013 % +0.999 % - 1.001 ?cz) +1i(0.076 ?co - 0,132 S‘cl - 0,113 5‘:2)]
pr2 cra o o 1

(iL. 114b)
differing only slightly from (II.113b), since 7, is almost zero,
The axial ratios of the two polarization ellipses, defined by (1l.50), are
a = - 0.222, a = - 0.143 (11.115)

xril Xra

and the unit complex polarization vectors __ﬁn and i’rz defined by (II.51) are therefore

5 = 2. -5y 4 % -0.142 %, - 0,142 % .
"ETJ. 0.6?4{3(1 x2]+1{0.06? %, 0,14 x, 0,14 xa) (1. 116a)

-§rz = (=0,009 %, + 0.692 ?cl - 0,694 5‘:2) +1(0.053 % - 0,095 521 - 0,089 ?cz) . (1. 116b)

The antenna gains gr(;‘) and gr(;z ) are given by (II.110):
gr(r‘) = 0.0021, gr(rz) = 0,241 (11.117)

which shows that the gain Gr(;l) = 10 log gr(fl) associated with the direct ray is 29,2 db
beclow that of an isotropic antenna, while the gain Gr(fz) asgociated with the ground-.reflected
ray is -6.2'db. It might be expected that only the incident wave propagating in the direction
-r  would need to be considered in determining the complex voltage at the receiving antenna

2
terminals. Suppose, however, that the ground-reflected ray has been attenuated considerably

~ more than the direct ray, so that the path attenuation factor apz is 0.01, while apl =1,
Suppose further that the transmitting antenna gain associated with the ground-reflected ray is
6 db less than that associated with the direct ray, Then the mean incident flux density 8,
associated with the ground-reflected ray will be 26 db less than the flux density 8, associated
with the direct ray.

In order to calculate the complex received voltage v given by (II, 70) then, the

following is assumed:

r, = 52 ohms , 8, = 1 watt/k!n2(= -« 30 dbm/mz)
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5, = 0,0025 watis k>, N =0,0003 km{f = 1000 MHz )

o =02, & _=04, b ==w/2, ¢ =1.5

b4} »2 P p2
W e T 70 e e T T ti.128)

It will be seen that these assumptions imply a more nearly complete polarization coupling lose
between the direct wave and the receiving antenna than between the ground-reflected wave and
the receiving antenna. The effective absorbing area of the receiving antenna for each wave,

ae given by(Il. 67) is

-11 2 -
a.e1 = 1,504 X 10 km aez = 1,726 X 10 9 kmz ] (11.119)
The polarization factors are
(B, B, )=-0021i, (p-p )=0.062+0.2361 (1L 120)

and the phase factors are oxp {iT) and exp[i(T+ 3.137)], respectively. Substituting these
values in (I, 65), the complex voltages are

=6, . -
vy=- L175(10 Yiexp{iT), v2=..(1.887+7.071i)(10 6)exp(:’.’r). (L. 121}

The real voltage at the anteana terminals, as given sy (H. 70) is

=6
vv = (vl + VZ)(VI + vz)* = 8,33 X 10 ~ volts = 8, 33 microvolts (I1.122)

and the corresponding power W available at the terminals of the loss-free receiving

antenna is

-12
W, =0.334% 107 “watte, W _ = 125dbw = - 95 dbm (I11.123)

as given by (1L, 71).
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11.3.8 Conclusions

The !oregoi;:g exercise demonstrates that;

(1} Even small changes in antenna beam orientation, transmission loss, polarization
coupling, and multipath phasing may have a visible effect on the available power at the
terminals of a receiving antenna.

(2) I the formulation of the generil relationships for a completely polarized wave
is programmed for a digital computer, it may be feasible to estimate the complete state
istics of a received signal whenever reasonable assumptions can be made about the stat-
istics of the parameters described in this annex.

(3)‘ The measurement of antenna characteristics in a few critical directions will often
be sufficient to provide valuable inf.orma.tion to be used with the relationships given here,
The measurement of Stokes' parameters, for instance, will provide information about a
8y xpp, and both thp polarized field intensity ar and the unpolarized field intensity so .

These parameters [Stokes, 1922 ] are

LR total mean field intensity (IL. 124)
Q = sr cos(2p) coé(Z \IJP) . (I1.125)
U= 5. cos(2p) sin(2 ¢p) (IL. 126)
V= 8. 8in(2p) i (1X.127)
where
p=tan”! a . . (IL. 128)

The unpolarized or randomly polarized field intensity 8, is determined from (II. 124) and the
identity

Ye

2 2
+V) . (1. 129)

2
sr-(Q +U

Using standard sources and antenna model ranges, the gain g, may be determined from
- 2 2 2
g, =8 /e "/n), e, = n P /(4rr") (11. 130)

agsuming, if e0 is measured, that any power reception efficiency 1/¢ less than unity
er

will affect s_ and eo"' alike,
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Finally, a method for measuring relative phase responses T_is also needed. In
individual cases, multipath coupling loss may be insufficient to provide adequate unwanted
signal rejection, Variations of "rr may lead to phase interference fading of wanted signals,
just as variations of ap are associated with long-term power fading. Because of the
complexity of these phenomena, they are usually described in terms of cumulative distri-
butions of signal amplitudes or fade durations. Fortupately, even crude measurements or

simple theories may then suffice ¢o provide statistical information about T

0. 32
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I1.4 List of Special Symbols Used in Annex II

The effective absorbing area for the nth discrete plane wave incident on an an-
tenna from a single source, (II.67), and for each of two waves (II.119).

The fraction of energy absorbed along a ray path, or scattered out of it, (II. 59),
and the fraction of energy, ap, for the mth and nth multipath components from
a single source, whede m and n take on integral values from 1 to N, (II.72)

Axial ratios of the polarization ellipse of the nth, first, and second plane
wave from a single source, (II.68) and (I1.118).
a.xrz Axial ratios of the polarization ellipse associated with the receiving pattern
for the nth, first, and second plane wave from a single source, (II. 68) and (II.115),
Positive or negative amplitudes of real and imaginary components of a complex
vector; :-= _é:.l Y 2 ;a:Z = azi + ai, (1. 78).
The real vector a = ad, where & is a unit vector,.

-

Real vectors defining real and imaginary components of a complex vector: 2=

“5’1 +ia,, (IL.78).
A complex vector: g: ?l + iaz, (L1 78).

A complex vector defined in terms of the unit vector system ﬁo, b )’EZ, (II.95).

v
The positive or negative amplitude of the cross-polarized vector component _gcr

of a receiving antenna response pattern, (II.50).

The positive or negative amplitude of the real vector .gi associated with a com-
plex plane wave »\/?(?r + i:::) exp (ir), where _ewr and _e”l.l are time-invariant and
exp (i7) is a time phasor, (II.41b).

The positive or negative amplitude of the principal polarizé.tion component _gp of

a receiving antenna response pattern, (IL 50).

The positive or negative amplitude of the real vector component -c: associated with
a complex plane wave 'f?.'(—é: + i—él) exp (it), where ?r and Hgi are time invariant
and exp (iv) is a time phasor, (Il.41la).

Equivalent free space field strength, (II.38).

The positive or negative real amplitudes of real and imaginary components of the
complex polarization vector :{, (IL. 43).

The positive amplitudes of real vectors :;8 and —e:b associated with the 6 and ¢
components of a complex plane wave, (II.4) figure IIL 1.

Real vectors associated with cross and principal polarization components of a uni=
form elliptically polarized plane wave, annex II, section IIL 3. 2.

Directions of cross and principal polarization, chosen so that their vector product

é‘p x éc is a unit vector in the direction of propagation, (I11.47).
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Cross and principal polarization field components of a receiving antenna
(II. 49) .
Directions of cross and principal polarization components of a receiving

(II. 51), (IL.53).

response pattern,

antenna response pattern,

The real vector associated with the imaginary component of the time-invariant

part of a complex plane wave Nz (?r+ 1;.’1) exp (ir), (II.4lb).

The real vector associated with the real component of the time-invariant part

of a complex plane wave ~Z (?r + 1:1) exp (iv), (II.4la).

Real vector components of a complex polarization vector E which has been

resolved into components which are orthogonal in both space and time, (II.43).

Real vectors associated with the 8 and ¢ components of a complex plane wave

NZ [?9 exp (i're) +_e.¢
(II,40) figure IIL. 1.

s¢ £ perpendicular to &

exp (i'r¢)] exp (it), where only the phasor exp (iT)
depends on time,
A unit vector éd’ and £, (II.3 6b) figure II.1.

A unit vector (£ x ﬁo)/lin 0 perpendicular to £ and 5‘(0, (II. 36a) figure II.1.

A bar is used under the symbol to indicate a complex vector: e = _gp + ig:: .
e =ce +ie , (I.46).
- r pr cr ok -

The complex conjugate of :él: e =e ~-je .

The magnitudes of the complex vectors E and Er' (II. 55).

| The amplitudes of the cross and principal polarization components

ec, e o’ ’gp, and _gpr' section II, 3 3.
Field strength in dbu, (II.20).

The equivalent free space field strength in dbu, (II, 26).
The equivalent inverse distance field, (II.28).

Field strength in dBu per kilowatt effective radiated power, (II.23) -(II.25).
Maximum free space directive gain, or directivity, Section II. 3. 4.

The cross-polarization component of the directive gain, (II.57).

The cross-polarization component of the directive gain of a receiver,

(11.57).

(II.51).
Principal polarization directive gain,
Principal polarization directive gains for the receiving and transmitting
(II. 59).

The directive gains g, and g ¢ for the n? of a series of plane waves, (II.66)

antennas, respectively,

and (IL. 67).

Directive gains associated with the field components ;6' ?¢, (II. 37).

(11. 89).

Cross polarization and principal polarization directive gains in the direction
£, (11.94). '

Directive gains associated with direct and ground-reflected rays, respectively,

(11.117).

Directive gain in the direction f,
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Principal polarization directive gain of the transmitter in the direction # v
which ig the initial direction of the most important propagation path to

the receiver, (I1.18) and (IL. 23) to (IL. 25).

§ = A=l

Current in r.m. 8. amperes where m = 0,1, 2, (I1.76).

Current in r. m. 8. amperes corresponding to three elementary dipoles in
three mutually perpendicular directions, (II.76).

Piopagation constant, k= 2w/ \, (II.34),

Used as a subscript to indicate a load, for example, 2 represents the

X%
impedance of a load at a radio frequency v, (II.1]).

The effectlve loss factor for a receiving antenna at a frequency v hertz
(11. 6), Le”= 10 log zervdb, (11. 8).

The effective loss factor for a transmitting antenna at a radio frequency v

herts, (11.7), Letv= 10 log Ietv db, (IL.9).

A miematch losa factor defined by (II.4).

The decibel ratio of the resistance component of antenna input impedance to
the free space antenna radjation resistance for the receiving and transmitting
antennas, respectively, (II 11),

The ratio of the actual radiation resistance of the recelving or transmitting
antenns to its radiation resistance in free space, (I1.12), (II.13).

Propagation loss, (I1.14).

Baelc propagation loss, (XI.15). Basic propagation loss in free space is the
pame as basic tranemiseion loss in free space,

Unit complex polarization vector for the incldent wave, (II.54), and (II. 68).
Unit complex polarization vector associated with a receiving pattern, (II. 51)
and with the receiving pattern of the nth incident wave, (II.68).

The complex recelving antenna polarization vectors gr for each of two ray
paths between tranemitter and recelver, (II.116).

Resistance of an antenna, (I1.1).

Magnitude of the vectar ¢ = r ¥ in the direc{ion T (0, ¢), and a coordinate of
the polar coordinate system r, 6, ¢, sectionII.3.1,

Antenna radlation resistance in free space for the receiving and transmitting

antennas, respectively, (II.11), (II.12) and (II.13).

Resistance of a load, (I.1).

Antenna radiation resistance of the recelving and transmitting antennas,
respectively, (I1.10).

Resistance component of antenna input impedance for the receiving and

transmitting antennas, respectively, (I1.10),

Reslstance of an equivalent loss-free antenna, (II. lc).
Resistance of an actual antenna in its actual environment, (II 1b).

The vector distance between twe points, To=arf, (I1I. 80).
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A unit vector, (II.35)

A carteslan unit vector coordinate system, (II. 35) and (II. 36).

Total mean power flux density, (II.E8).

Mean power flux densities assoclated with cross-polarization, and
principal polarization components, (II. 56).

The fraction of the total flux density that contributes to the available power,
(II. 75).

Mean power flux densities assoclated with left~handed, and right-handed
polarization, respectively, (II.6l).

Free space field intensity in watts per square kilometer, (II.16).

The statistical ''expected value of 8 (11, 76).

Mean power flux densities assoclated with the cross and principal polariza-
tion components ofg in the direction ?, (I1.17).

Complex open-circuit r.m. s. signal voltage for coherently phased multi-

path components, (II.65).

The open-circuit r.m.s. voltage for an equivalent loss-free antenna at a
frequency v, (II.5).

The actual open-circuit r. m.s. voltage at the antenna terminals at a
frequency v, (IL.2).

The available power corresponding to propagation between hypothetical
isotropic antennas, (II.72).

Avallable power at the terminals of an equivalent loss-free receiving
antenna at a radlo frequency v, (II.5).

Available power at the terminals of the actual recelving antenna at a radio

frequency Vv, (II.3).

Power dellvered to the recelving antenna load, at a radio frequency v, (IL 2).

Total power radlated at a frequency v, (IL.7).

Total power delivered to the transmitting antenna at a frequency v, (I1. 7).
Reactance of a load, an actual lossy antenna, and an equivalent loss-free
antenna, respectively, (II.1]).

One of three mutually perpendicular directions, m=0,1, 2, section II.3.7.
Axes of a carteslan unit vector coordinate system, (II.35) figure II. 1.
Impedance of a load, (IL.1).

Impedance of an equivalent loss-free antenna (II.1).

Impedance of an actual lossy antenna, (II.1).

The conjugate of z'v , following (II.2).
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A small increment uged in (X1.97) and (II.98).

Characteristic impedance of free space, n, = 4vrc.10—7. (II. 38).

A polar coordinate, (II.35).

Radio frequency in hertz (cycles per second), sectien II. 1,

Limits of integration (II.8), (II.9).

The time-varying phase -t = k (ct - r), where c is the free space velocity of
radio~-waves, tis the time at the radlo source, and r is the length of the radio
ray, (1I.34).

Time element defined by (I1.103).

The time element T corresponding to direct and ground-reflected waves

at the recelving antenna, (II,112).

A time-independent phase which 18 a function of T, (I1.42), (1L. 64).

The time-independent phase for the nth component of an incident wave,
gection II, 3. 6.

The time-independent phase for two components of an incident wave,

(II.118).

Initial phase of the current supported by one of m elementary dipoles, where
m=0,1,2, (I1.79).

A function of the ray path, including allowances for path length differences
and diffraction or reflection phase shifts, (IIL. 64).

The phase function 'rp for the nth, first, and second plane wave incident

on an antenna from a single source, (II.65) and (II.118),

Antenna phase response for the recelving antenna, (Il 49).

The antenna phage response, - for the nth, first, and second plane

wave incident on the receiving antenna, (II,65) and section I1.3.7.

Antenna phase responsge for a transmitting antenna, (II.64),

The antenna phase response T, for the nth. first, and second plane wave,
(1. 65) and (11.118).

Phages associated with the electrical fleld components :9, ?¢. (11. 40),
One of the polar coordinates, r, 0, ¢, (I11.89) and figure II.

The acute angle, \pp, for each of two waves, (II.118).
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Annex III
SUPPLEMENTARY INFORMATION AND FORMULAS USEFUL FOR PROGRAMMING
The material of this annex is organized into the following sections:
1, Line-of-sight
2, Diffraction over a single isolated obstacle
3. Diffraction over a single isolated obstacle with ground reflections
4, Diffraction over irregular terrain
5. Forward scatter
6., Forward scatter with antennas elevated
7. Long-term variability

8. List of speclal symbols used in annex III
Sec#on 1 lists geometric optics formulas for computing transmission loss over a

smooth earth, for determining the magnitude and phase of the reflection coefficient, and for
computing a first Fresnel zone along a great circle path. Graphs of the magnitude R and
phase c of the reflection coefficient are included, Section 2 gives mathematical expres-
sions that approximate the curves A(v,0), A(0,p) and U(vp) for convenience in using

a digital computer, Section 3 lists geometric optics formulas used to compute diffraction
attenuation when several components of the received field are affected by reflection from the
earth's surface. Section 4 defines the parameters K and b for both horizontally and
vertically polarized radio waves, Section 5 shows the function F(6d) for Ne = 250, 301,
350, and 400, and for values of 8 from 0,01 to 1, Curve fits to the function F(6d) and
equations for computing Ho(ns = 0) are included, Section 6 suggests modifications of the
prediction methods for use when antenna beams are elevated or directed out of the great
circle plane, Section 7 shows diurnal and seasonal changes in long-term variability.
Mathematical expressions used to compute predicted distributions are shown and a method
of mixing distributions is described. Sectlon 8 is a list of special symbols used in this

annex,

Section I.3 of annex I explains an easily programmed method for obtaining ref-
erence values of attenuation relative to free space Ac, for a wide range of applicatio;xs.
These reference values may be converted to estimates of transmission loss exceeded for
100 p = 100(1 - q) percent of the time by subtracting the quantities V(0. 5) and Y(q) defined

by (10.4) and (10. 5) of volume 1 and discussed also in section 7 of this annex.
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111, 1 Line-of-Sight

Simple formulas for line-of-sight propagation which suffice for most applications, are
given in section 5 of the report, Formulas for geometry over a smooth earth and for deter-
mining the magnitude and phase of the reflection coefficient are éiven here. These formulas
may be used when the great circle path terrain visible to both antennas will support a substan-
tial amount of reflection, and it is reasonable to fit a smooth convex curve of radius a to this
portion of the terrain,

Figure 5. 1b illustrates the geometry appropriate for reflection of a single ray by a
smooth earth of effective radius a. In the figure, Y is the grazing angle at the geometrical
reflection point lo;:ated at a distance d). ftroml an antenna of height h1 and at a distance dZ
from an antenna of height hz, The total path distance d =d, + d, is measured along an arc

1 2

of radius a, The difference, Ar, between the reflected ray path length Ty + r, and the length

of the direct ray, T is calculated to find the phase of a radio field which is the sum of ground-
reflected and free space fields. If Ar is less than 0.06\, these ray optics formulas are not
applicable. For almost all cases of interest the angle $ is small and the straight line distances
T T, and r arevery nearly equal to the mean sea level arc distances dl’ dZ and d. The
geometric optics formulas given below usually require double-precision arithmetic,

1 by 9
tan i = cot(dlla) - {1+ hl'/a)'= csc (d1 la) = T - = (111. 1)
1
1 hz dZ
tan y = cot(dzla) - {1+ hzla)" csc(dz/a) el vl Ty (11I. 2)
2

Y%
r = a{(hlla)z + (hz/a)z . z(hlla)(ha/a) +2[1+4 hlla + hZ/a + (hlla)(hzlal][l - cos(d/a)]}

(111. 3)

s ain 1? 5 TE L
L : {n ain by 4 hl{?.a }hlj | - 8 8in (111. 4)

S 1R
¥y T I‘ {a pio ) + 112{_3.;1 & h?.} JI - p Ain (HI.5)

o .
Ar = = 4 in” §/ (x, +r, 41 )
r=r tr, -7 =4r 1,0d rptr, ). (I11. 6)
Equating {Il1. 1) and (IlL, 2) and substituting d -~ d. for &, in(IIi.2), the distance d, may

1 2 1
be determined ‘gxaphically or by trial and error; and tany is then calculated using (131, 1).
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Ueing double precision arithmetic, (III.1) through (III. 6) give an accurate estimate of the
path difference Ar for reflection of a single ray from a smooth earth. This value is then used

in (5. 4) or (5.5) of section 5 to compute the attenuation relative to free space.

If either hl or hZ greatly exceeds one kilometer, and if it is considered worth-
while to trace rays through the atmosphere in order to determine {; more accurately,
values of d1 or dZ’ tabulated by Bean and Thayer [1959 ], may be used. Given hl’ hZ'
and the surface refractivity, Ns’ select trial values for {J, calculate d1 and dz, and

continue until d1 +d_ =d. Then (IIl,]1) and (III.2) must be solved for new values of hl

and hZ if (II.3), (ZIII.4), and (IIL5) are used to obtain the path difference,
Ar=r1 +rZ =T

The symbols R in (5.1) and c¢ in (5.4) represent the magnitude and the phase
angle relative to 1w, respectively, of the theoretical coefficient R exp[-i(w-c)] for reflec-
tion of a plane wave from a smooth plane surface of a given conductivity ¢ and relative di-
electric constant ¢ . Values of R and c as a function of the grazing angle { are shown in
figures III,1 to III.8 for vertical and horizontal polarization over good, average, and poor
ground, and over sea water. The magnitude R of the smooth plane earth reflection co-
efficient is designated Rv or Rh for vertical or horizontal polarization respectively,
and is read on the left-hand ordinate scale using the solid curves. The phase angle relative
to =, is designated c, or ¢, for vertical or horizontal polarization respectively, and
is read in radians on the right-hand scale using the dashed curves. As seen from these
figures in most cases when the angle { is small, R is very nearly unity and c may be
set equal to zero. A notable exception occurs in the case of propagation over sea water
using vertical polarization.

In preparing figures III.1 to III.8, the following general expressions for the mag-
nitudes RV and Rh and lags (Tl’-Cv) and (ﬂ—ch) were used, In these equations,
¢ 1is the ratio of the surface dielectric constant to that of air, ¢ is the surface conductivity
in mhos per meter, f{ is the radio frequency in megacycles per second, and ¢ is the

grazing angle in radians.

x=1.80x% 10% ¢/f, q=x/(2p) (1L 7)
\ Y
2 pa = |:{z - c:os;Z tl:)z + xZ] + (e - corsZ ) (I11. 8)
¢2+ xz 1
b= =5 b7 3 (L. 9)
p tq P +4q
Hee 29X, oo 2P (IIL. 10)
p +4q p +q
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RZ-_- i+ b slir:t2 oo ﬂizi'-l:l rl+b Elln Y+ m oein ll‘!“l (III.ll)
v " b v ! [ v ]
2. 1en, sin’y a1 e win® ; 'Tl 0. 12
= L p P07 b ein i by B b m, sin P | (1L 12)
1 - -

Tec = tan ( x 8in 'J“'_..._..EL - tan 1( x8iny +q > (111, 13)

€ Bl - p z 8in |I| +p

Al e Nl g )

= 0 =l e - H . S

e e, = otan \ P /r tan NSty s (111, 14)

The angle ¢ 1is always positive and less than n, and c,_ is always negative with an ab-
- v

h
solute magnitude less than n, The pseudo Brewster angle, where <, suddenly changes from

. . . . =1
near zero to /2, and where Rv is a minimum, is8 sin '\)175‘,.

For grazing angles less than 0.1 radian, for overland propagation, and for fre-
quencies above 30 Mc/s, excellent approximations to (IIL.11) and (II1.12) are provided by

the following formulas:

)
n

exp (-m_ ) (111 15)

~
i

exp(umh ) . (I1L, 16)

The assumption of a discrete reflection point with equal angles of incidence and
reflection as shown in figure 5,1 is an oversimplification. Actually, reflection occurs from
all points of the surface, For irregular terrain, this is taken into account by a terrain

roughness factor (subsection 5,1), which is the ¥r.m.s. deviation of terrain relative to

(W]
h
a 8mooth curve computed within the limits of a first Fresn:l zone in a horizontal plane, The
outline of such a Fresnel ellipse is determined by the condition that the length of a ray path,
1 tr, r corresponding to scattering from a point on the edge of the ellipse is half a wave

length longer than the geometrical ray path, r + Ty where the angles of incidence and

reflection are equal,

The first Fresnel ellipse cuts the great circle plane at two points, x and xb

kilometers from the transmitter, The distances * and x, are defined by the relation

: _Z sina:h -+ [(:c-i-i— 7:?) coi -—..x];i = rl+ ¥, * L (111. 17)
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The exact solution for x is

zx'a,},(l+6}: [{r1 Fr, 148 -}v{rlmrz}] cos i {x) by, w{2) é\;1-%41']_r2/[(1'1+r2)"6]

(111, 18)
where
2 pa 2 2 s 12
Ty —11'1 E-til 5 y -'!1; »Icl‘2 . (11§1‘a} = (1‘11I f‘l‘iz) + ol
cos I = dllrl = dzlrZ . gin i = hi frl = hjg ,f;_'(
}LZ". A .
& | - SR = i HIIULI* I
2 i
4& : ;,1‘2‘) 2
d d, are defined by (5.7), and X is the radio wavelength in kilorneiers,

1" 72
As an alternative method, the points x and xy
and the radio frequency., In this method, the distance

may be computed in terms of path

distance, the heights hi and h'z,
to the center of the first Fresnel zone is first computed, then the distance xl
to give e and added to give Xy e

x, from the
center to the margin of the zone is subtracted from x,

e I " L= _,2. 12, P
Hy ¥ a/z : i+8B i(!al - h?, ) . levry (I11. 19)
where
- 2 a- wl
0= [ 0.3 {1 -1-2}1’3}:‘?{& YR f(hi -{-hfz)” l (1. 20)
; Y

_— ) r1+(h1' -a-h;}"'_/d?‘ =

. . 4 198 - ' A : L = Y
:«:l = 0,548 £ d { ti hlhzjd 4+ 0.075{1+2 h}"hzfd ) im-—w---- e .y (311, 21)

2 Lieawn) jec 1
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‘The method given in (111.19) to (1151.21) is applicable whenever d >> A, If in addi-

2
tion, h'1 h'z << d, the computation of B, and

B = {o,3d+ f(h'1

2
wy = 0,548 B AT < '}

X, may be aimplified as follows:

(111, 22)

+ }1'2)2']

(111, 2.3)
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111, 2 Diffraction over a Single Isolated Obstacle.

The theoretical diffraction loss curves on figures 7.1 to 7.4 have been fitted by
arbitrary mathematical expressions for convenience in using a digital computer,
The diffraction loss for an isolated rounded obstacle and irregular terrain is given in

section 7 as:

A(v,p) = A(v,0) + A(0,p) + U(vp) db (7.7)

where the parameter v is defined as

v=d&2VAr/n = :Mlmoﬁoh (7. la)
or
v=t2.5839'\/1313273- (7.1Db)

and p an index of curvature of the rounded obstacles is defined as:

1/3 f-lfé;

p = 0.676r [d!rlrz}]%’ (7.8)

For an ideal knife edge, (p = 0), the diffraction loss is8 A(v,0) and is shown on

figure 7.1, For values of v from -0.8 to large positive values, this curve may be

approximated using the following mathematical expressions:

For -0.8< v =< 0,

A(v,0) = 6,02+ 9.0 v +1.65v% db. . (LI 24a)

For 0 = v =< 2.4,

2

A(v,0) =6.02+9,11' v-1.,27v (I1I. 24b)
For v > 2.4,
A(v,0) = 12,953 + 20 log v db. (1IL. 24c)
The theoretical curve for A(0,p) is apprdximated by:
‘ _ 2 3
A(0,p) = 6.02+ 5.556 p+3.418 p + 0,256 p db, (ILI. 25)

and the curve U(vp) is approximated as follows:
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2
For vp =3: U(vp)=11.45vp +2.19 (vp) -0.206 (vp )3 ~6.02 db. (II. 26a)
2 3
For 3< vp < 5 U(vp) = 13.47 vp + 1. 058 (vp) - 0.048 (vp)™ - 6.02 db. (III1. 26b)
For vp < 5: U{vp)=20vp - 18.2 db- (XL, 26c¢)

An average allowance for terrain foreground effects may be made by adding a term
10 exp(=2.3p) to A(0,p). This term gives a correction which ranges from 10 db for
p =0 to 1db for p =1.

When reflections from terrain on either or both sides of the obstacle should be céon-
sidered, the method given in the following section may be used, This method considers; the
diffraction lose and phase lag over the diffracting obstacle, and the path leﬁgth differences

and reflection coefficients of the reflected waves,
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III. 3 Diffraction over a Single Isolated Obstacle with Ground Reflections
Diffraction over an isolated obstacle is discussed in section 7, where ways of approx-
imating the effects of reflection and diffraction from foreground terrain are indicated. Where
the effects of reflection are expected to be of great importance, such as in the case of prop-

agation over a large body of water, the following geometric optics method may be used.

Figure III.9 illustrates four distinct ray paths over a knife edge; the first ray is not
reflected from the ground, the second and third are each reflected once, and the fourth ray
is reflected once on each side of the knife edge. Each ray is subject to a diffraction loss fj
and a phase lag tbj at the knife edge, where j=1, 2, 3, 4. Both fj and t}?j depend
on the knife-edge parameter v given in section IIL.2. When the isolated obstacle is rounded,
rather than an ideal knife edge, the diffraction loss depends on v and p, where p is the
index of curvature of the crest radius, defined in section III.2. The parameter v may be

written:

12

vk N‘KJTT.Y tNZda B Ik (1L 27)

oj " oj

where Aj is

(II1, 28)

Path differences Aj used to calculate Vj in (III.27) are closely approximated by

the following formulas:
2
c;j =d ej y d_=dd,f{24), ej =0+ ejr

B0 8y i

H

. - - . .2
2 a0y = 2dp, 4, 0d, 8, =8, F 0y (I 29)

The total phase change ®(v,p) atan isolated rounded obstacle is

2, = @(v,p) = 90 v 4 #{v, 0) + &0, p) + &lvp) (I1L. 30a)

where the functions ¢(v,0), ¢(0,p), and &(vp) are plotted as dashed curves on figures

7.1, 7.4, and 7.5 For an ideal knife edge, where the radius of curvature of the crest is

zero, p =0, ‘and (IIl. 30a) reduces to .
for v>0 tbj(v,O) =90 vZ + ¢(v, 0) (111, 30b)
for v=0 2,(v. 0) = (v, 0) - (11I. 30c)
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The three components of the received field which are affected by reflection from the
earth's surface depend also upon effective ground reflection coefficients ReZ exp [-i{w - CZ) ]

and Re3 exp pi(w - c3) ], defined in section 5, and upon ray path differences AZr and A3r:

2
A = 4 - =]
2 7 F1 I T T 2 Y 4y 91,/
2
A3r =71, 4 LPPIE P 2 4:2 d21 dzz/dz. (111 31)
Usually, it may be assumed that C,=Cy= 0 8o that the reflection coefficients are -ReZ
and 'Re3’
Introducing the propagation constant k = 2 /), the attenuation relative to free space
is then
A= -220 log{ flexp(gifbl) - Rez fz exp Ei(@z + ké,z)]
~R_, f exp [«1@3 + kA3)] tR R 51, expEx(tb4 +ka, + kA3)} I} db (I 32)
where
r.ﬂ” HH,HE e Cj "SJ
=4 L I ST I';" . o < =
e by (L~ 507 4(C - 87, tan @ =g
J J
L%} v
. 2 > ] 2
c, - 5 con< F—iw) at, 5 s § a'm( ’15»-) dt (111 33)
i o ? I, ]

Pearcey [ 1956 ], and the NBS AMS 55 Handbook of Mathematical Functions [ 1964] give
complete tables, series expansions, and asymptotic expressions for the Fresnel integrals
Cj and Sj' The magnitude fj zi(vj) for v:vj may also be determined from figure 7.1

and the expression

log i(vj) N A(vj)/ZO (111, 34)
and where v is larger than 3:
- ot r/ . 2 .
f,= 0.22508/v. . @, = - Lt 2w, radiansa (11L 35)
i j o4 j

Figure I(I1.10 1s a nomogram which may be used in the determination of £(vj) and @(v,)
J

for both positive and negative values of v. This nomogram is based on the representation

IIL-18



of Fresnel integrals by the Cornu spiral,

d d d d d

The general problem requires calculating 6, d, d 11 12 9210 95

1' Zl
.yl, and 412, as shown in figure IIL9.

1. Calculate Oj and Aj for j=1, 2, 3, 4, wusing (IIL29).
Cj' Sj, fj, and <I>j, using (III.27), (III.33), and figure 7.1,

and A from (III.31).
3r

2, Calculate Vj'

3, Calculate A

2r

4, Calculate R and R from (5.1), or assumethat R =R =1,
ez es ez e3

5. Substitute these values in (II1.32).

To check the calculation of each Vj' the approximation given in (III.27) may be used, with

the following formulas for aoj = dZ Bj/d and ﬁoj = d1 ej/d:
ag, = 4, 0/d By, = 4, 0/d
@02 = %) +2d11“‘1d2/(d1d) Poz = Poy +2d) ¥ /d
@93 = gy *+ 2d,, ¥, /d Pos © Py +2d,,%,d,/(d, d)
%04 = %02 * %3 - %) Bog = Po2 *Po3 = Poy- (L. 36)

Two special cases will be described for which (IIL.29) and (IIl.31) may be simplified,
First, assume that each reflecting surface may be considered a plane. Let ht and htm
be the heights of the transmitting antenna and the knife edge above the first plane, and let
h and hr be the heights of the knife edge and the receiving antenna above the second

reflecting plane. Assume that Ar is very small for every A. Interms of the heights ht'

htm’ hrm' hr' the parameters 6, dl' and dZ and the parameter dr = dldzl(Zd):
AZr = th htrn"‘dl ' a3r - ahrhrm"da
2

. 2
= : = ¥ 4
A ur g, &2 dr (B + htl‘n A

1 2r

2 ) 2

Ay=d (0 +h &

3:‘) ' 4 tm 2y + frm Alr} (ILL. 37)

Ay=d (B+h_ 4
The second special case assumes a knife edge over an otherwise smooth earth of
effective radius a, with antenna heights ht and hr small compared to the height of the knife
edge. In this case, h,Z and hr are heights above the smooth curved earth. The angle of
elevation of the knife edge relative to the horizontal at one antenna is 6 and relative to the

ht

horizontal at the other antenna is © Referring to (5. 12):

hr*
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« {III. 38)
For this special case, the formulas (I11.29) for Aj may be aimplified by writing
o, =a% 4 /(2h), 6, =42 d4./)(2h m

2r ~ T2r 1 e O3, 7 B 4y e (1. 39)
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IIl.4 Parameters K and b~ for Smooth Earth Diffraction
In section 8, the parameters K and b~ are shown on figures 8.1 and 8.2 for
horizontally and vertically polarized waves for poor, average, and good ground, and for sea

water.,
Assume a-homogeneous ground in which the relative dielectric constant ¢ and

conductivity ¢ of the ground are everywhere constant. K and b’ are defined as follows:

For horizontal polarization,

-2 -3 2z e
K, = 17778 X 10 c, £7° [{e=1Y +x ] (IIL, 40a)
° -1 e ~ 1
bh =180 - tan = degrees . (111, 40b)
For vertical polarization,
2 2.}
Kv =(e +x )/2 Kh (I, 41a)
-1 ~1/(e-=1
bV = 2 tan (e/x) - tan - degrees (1I1. 41b)
where x  depends on the ground conductivity ¢, in mhos per meter,and the radio frequency

f, in megacycles per second, and has been defined by (III, 7) as

x = 1,8 X 104 olf

CO is defined in section 8 as

1
3

C, = (8497/a)

where a is the effective earth's radius in kilometers.

When o/f >> (e/2) X 10-4 , the parameters K and b° may be written as

K =~ 1.325x10°%c #0612 b, = 180 (IIL. 42)
h o h
1/2 .-5/6 e
Kv =~ 2,385 Co o f R bv e 0 (I, 43)
and when ¢/f < < (e/2)X 10-4, the parameters K and b’ may be written as

K o~ L7778 x 107 ¢ 7 (-1 7 b = 90" :
p= 17T ol ¢ - I} . b= (111, 44)

o .
K =~¢« K , b~ 90 (I11. 45)

W b v
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III.5 Forward Scatter

The attenuation function ¥(6d) for N!3 = 250, 301, 350, and 400, shown in figure
9.1, may be used for most land-based scatter links, When a path ie highly asymmetrical,
the attenuation for a given value of 6d 1ig less than it would be for a symmetrical path.
Figures III.11 to III. 14 show the function F(6d) for values of & from 0.01 to 1, and
for Ns = 250, 301, 350 and 400. Foxr values of 6d = 10, the effect of asymmetry 18 neg-
ligible, but increases with increasing 6d, particularly when 8 <0.5.

For values of 8 between 0,7 and 1, the function F(6d) for Ns = 301 may be

computed as follows:

for 0,01 =ed =10, F(8d) = 135.82 + 0.33 0d + 30 log (8d) (111, 46)
for 10 = @ed = 70, F(ed) = 129,5 + 0.212 8d + 37. 5 log (8d) (I1I. 47)
for ed =70, F(8d) = 119,2 + 0. 157 6d + 45 log (6d) - (111. 48)

The function F(0d) may be obtained for any value of No , by modifying the value
computed for N_ = 301 .

F(0d, N ) = F(6d, N = 301) - [0,1(N5~301) e“’ed/‘w]

The frequency gain function, Ho, for the special case hte =h frequently used
in systems desaign, is shown as a function of r on figures III.15 to III. 19 for ns =1, 2, 3,
4, 5, and for s=1, 0.5, 0,25 and 0.1. In this case, no correction factor AHO is re~
quired.

The function Ho for Mg = 0, shown on figure 9,5 corresponds to the assumption
of a constant atmospheric refractive index. Except for the special case where hte =h

re
this function may be computed as followa:

re e .
H (a, = 0) = 10 log { S — (I11. 49)

T [11{1-1} - h(rz}]

where v =4a0h_ [\, = 4w @h fu
1 te vt

,1‘ 2
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h(;-l, cEyfe) . fr)) = Cifr ) ein T 4 [w/Z - 8i(r )] cow 5, (IIL 50)
and
h{v,) =1, f{r,} o f(r,) = Clir,)sinr, + [w/2 - Si(rz}] cos 1,
r r R
Ci(r) = S‘ So8L 4,  si(r) = y 2t g, (1L 51)
o t 0 t

Values of the sine integral Si(r) and the cosine integral Ci(r) for arguments from
10 to 100 are tabulated in volume 32 of the U, S, NBS Applied Math Series [1954]., See
also [ NBS AMS 1964 ]. The function h(r) is shown graphically in figures III.20 and IIL21l,

For the special case of equal effective antenna heights, hte = hre' equation (II1.49)
is not applicable., In this case Ho(qs = 0) is computed as:
4
Ho("s = 0) = 10 log { 3 } (111, 52)
. v [h(r) - rg(r)]
where
g(r) = Ci(r) coe r - (w/2 = Si(r)] sinr (II1. 53)

When the effective height of one antenna is very much greater than that of the other,

the computation may be simplified as follows:

.
For r2<< T, Hi{nq =0)= 10log 2 - (I11, 54a)
1 oA 2 “ h{x ”
Tp b= AT,
2 ™
For r,>»r,, H{n =0)=10log {m_,_.______z } (IIL 54b)

rl {1 - h‘rl}}
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II. 6 Transmission Loss with Antenna Beams Elevated

or Directed QOut of the Great Circle Plane

The methods of section 9 may be modified to calculate a reference value of long-term
median transmission loss when antenna beams are either elevated or directed away from the
great circle path between-antennas. For many applications, the average transmission loss
between antennas with random relative orientation is about 10 db more than the basic trans-
mission loss, which agsumes zero db antenna gains,

Figure IIl.22 shows scattering subvolumes at intersections of antenna main beams
and side lobes. A ''scatter’ theory assumes that the total power available at a receiver is
the sum of the powers available from many scattering subvolumes. For high gain antennas,
the intersection of main beams defines the only important scattering volume, In general, all
power contributions that are within 10 db of the largest one should be added.

For a total radiated power wt:

-0.1 L.

wa/wt= 10 R wai/wt = 10

-0.1 Li :
: (ILL. 55)

where Lsr is the transmission loss and L.1 is the loss associated with the ith power
contribution, w_.:
ai

-0,1 L,
i

Lar = =10 lag (wa}'w_t) = =10 log z 10 (111, 56)

i

2 _ _
Ly = 30 logf - 20 log (@ /r }+ TG d} - F 4 H 4 A « Gy~ G+l (IL57)

In (IM.57) £, d, and Aa are defined as in (9.1) and the other terms are related to
similar terms in (9,1). If the effective scattering angle eei for the ith intersection is
equal to the minimum scattering angle 6, then F(eeid)' Foi' Hoi are equal to F(e0d),
F. and Ho, and Gti + Gri - Lgi = G , Note thata term 20 log (r c)Id) has been added
in (II1.57)  to provide for_ situations where the straight line distance ro between antennas
is much greater than the sea-level arc distance d. Such differences occur in satellite com-
munication,

Scattering planes, defined by the directions of incident and scattered energy, may or
may not coincide with the plane of the great circle path, Each 'scattering plane' is

determined by the line between antenna locations and the axis of the stronger of the two

intersecting beams, making an angle § with the great circle plane,
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The free space direcdve gain patterns of the antennas are replaced by equivalent values
for ease in computation. For an idealized pencil-beam antenna with a halfspower beamwidth
26 and a circular beam cross-section, the directive gain g 18 4[62. assuming that all of
the power is radiated through the main beam and between the half-power points, An equiva-
lent beam pattern with a square cross-section and a semi-beamwidth 60 has a gain of
ﬂ/ﬁi. thus 60 = 68 w/4, and the maxirmum free space gains are .

Gt = 10 log ., ° 4,97 - 10log 6 b db (III, 58a)
v o

tzo

G =10logg =497 ~10log § 6 db (111, 58b)

where the subscripts w and 2z refer to azimuthal and vertical angles. In most cases,

6wo and 620 may be replaced by their geometric mean, 60 = (SWOGZO)IZ. The free space
directive gain of a main beam may be measured or approxmated as R w/(2 6w06zo)'» Gains
for side lobes are determined from g, and the ratios gllgo. gzlgo. «sey which may be
measured or calculated. The average gain 8y for other directions depends on the fraction
of power radiated in those directions, For instance, if half the total power of a transmitter

is radiated in these directions, and if the polarization coupling loss, ch, is 3 db, then

betnl.acp= -6 db

pince the definition of the directive gain, th, assumes for every direction the receiving
antenna polarization appropriate for maximum power transfer,

Figure 111,23 shows an antenna power pattern in several different ways, including a
Mercator projection of the surface of a unit sphere,

The plane that determines the 'bottom' of a beam is perpendicular to the great
circle plane and forms an angle q;i with a horizon plane:

o ® O m B e e (I11. 59)

where Ob is the angle of elevation of the lower half-power point of a beam above the hori-

zontal, and eet is defined in section 6, If an antenna beam is elevated sufficiently so that

ray bending may be neglectegl, the angles @, and ﬁe are denoted .. and peo:

aeo = (aoo + Lsi‘t:) sec b,

peo = (poo + Lllr) sec § (111. 60)

where € is the angle away from the great circle plane, The angles a, . and poo are
defined as in section 6 using the actual radius, a e 6370 km, instead of an effective radius

a

=
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When ray bending must be considered, the equations for @, and Be are

d. sect

ae:aeo+T<ebt' Ltz_, Ns> ~'r<ebt, dsTecLD Ns> (1IL 61a)
d. sect
Lr d sect

Pe = Beo + 'f(ebr' — 3> NS> - T<ebr’ —5" Ns> (IIL 61b)

where T(_Ob, d, Ns) is the bending of a radio ray which takes off at an angle Bb above the
horizontal and travels d kilometers through an atmosphere characterized by a surface
refractivity Ns° The ray bending T may be determined using methods and tables furnished
by Bean and Thayer [1959]. For short distances, d, or large angles, eb, T is neglig-
ible. If 6, is less than 0.1 radians, the effective earth's radius approximation is adequate

b
for determining -,

T<9b’ d Béecl- . Ns> = -Ed; [1 - ao/a(NS)] . (111, 62)

The reference value of long-term median transmission loss Lsr is computed using
{Il1.56) where the losses associated with several scattering subvolumes are computed using
(III.57). The attenuation function F(d eei) is read from figure 9.1 or figures .1l - IIl.14
as a function of eei'

The generalized scattering efficiency term Foi is

F, = 1.086{n /b )(2h_ -h

o -h_-h -h ) db (II1. 63)

1 Lt Lr

where

2
ac = ag t ﬁ'e ! e T Ime"‘rﬁ'e ! he S d ee/(1+ se) VoM Ty (he' Ns) (1L 64)

and the other terms are defined in section 9. In computing the frequency gain function Hoi’

if a >a use r, = oo, if B >B use r_ =, then H,k6=H +3db, If both antennas
e o 1 e o 2 oi o

are elevated above the horizon rays, Hoi = 6 db., Atmospheric absorption Aa is discussed

in section 3. The gains Gti and Gri are the free space directive gains defined by (III.58),

and the loss in gain L i is computed as shown in section 9 replacing N 8, 6 and ©

bY ﬂse) se; 6e, and Ge.
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In computing long-term variability of transmission loss for bearns elevated above the

horizon plane, the estimates of V and ¥ given in section 10 should be reduced by the

factor f(Gh) shown in figure IlL.24, with eh =0 :

b
V. i85 d ) = V(0.5 d ) £(8,) (I11. 65a)
¥ iged )= ¥ig d ) o) {IIL65h )

The angle Oh‘ used in (IlL.65) should be the elevation above the horizontal of the

scattering subvolume corresponding to the minimum value of Li .
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III.7 Long-Term Power Fading
Long-term power fading is discussed in section 10, Figures 10.5 to 10.16 show em-
pirical estimates of all-year variability for (1) c;:mtinental temperate (2) maritime tempera.te
overland and (3) maritime temperate oversea climates. The curves shown on these figures
are based on a large amount of data, Estimates of variability in other climates are based on
what is known about meteorological conditions and their effects on radio propagation, but have

relatively few measurements to support them,
Figurea I¥.25 to Ii1.29 show curves of variability relative to the long-term median,

prepared by the CCIR [1963 £] for the following climatic regions:

{(4) Maritime Subtropical, Overland.

(5) Maritime Subtropical, Oversea, *

(6) Desert.

(7) Equatorial,

(8) Continental Subtropical,
In some cases, random path differences have undoubtedly been attributed to climatic dif-
ferences., Available data wexre normalized to a frequency of 1000 MHz, and the curves
corregpond to this frequency. They show all-year variability Y(q, de' 1000 MHz) about the
long~term median as 2 function of the effective distance de defined by (10.3). Variability
estimates for other frequencies are obtained by using the appropriate correction factor g(f)

shown in figure IIL. 30:

Y(q) = ¥(q, d_, 1000 MHz) g(f). _ (111, 66)

The empirical curves g(f) are not intended as an estimate of the dependence of long-
term veriability on frequency, but represent an average of many effects that are frequency=
sensitive, as discuesed in section 10,

Variability about the long-term median transmission loss 1.(0.5) is related to the
long-~-term reference median Lcr by means of the function (0,5, de) shown on figure 10.1,

The predicted long-term median transmission loss is then:

1(0.5) = L, - v(0.5, d) (111, 67)

and the predicted value for any percentage of time is

L{q) = 1(0.5) ~ ¥(q)e ’ (1L, 68)

% Curves for climate § have boen deletad. They were based on a very smell amount of
data. For hot, molet troplcal areas use climate 4, and for coasts] areas where prevailing

winds are fxom the ocean, use clirnate 3,

111-44




1L, 7, 1 Diurnal and Seasonal Variability in a Continental Temperate Climate

The curves shown in figures 10.5 to 10.16 and III.25 to III.29 represent variability
about the long-term median for all hours of the day throughout the entire year, For certain
applications, it is important to know something about the diurnal and seasonal changes that
may be expected, Such changes have been studied in the continental United States, where a
large amount of data is available. Measurement programs recorded VHF and UHF trans-
mission loss over particular paths for at least a year to determine seasonal variations, Data
were recorded over a number of paths for longer periods of time to study year-to-year
variability,

As a general rule, transmission loss is less during the warm summer months than in
winter, and diurnal trends are usually most pronounced in summer, with maximum trans-.
mission loss occurring in the afternoon. The diurnal range in signal level may be about
10 db for paths that extend just beyond the radio horizon, but is much less for very short or
very long paths. Variation with season usually shgws maximum losses in mid-winter,
especially on winter afternoons, and high fields in summer, particularly during morning
hours, Transmission loss is often much more variable over a particular path in summer
thanit is during the winter, especially when ducts and elevated layers are relatively common.

The data were divided into eight ''time blocks'" defined in table III.1, The data were
assumed to be statistically homogeneous within each of the time blocks. With more and
shorter time blocks, diurnal and seasonal trends would be more precisely defined, except
that no data would be ava.il«:sble in some of the time blocks over many propag ation paths, Even
with the division of the year into winter and summer and the day into four periods as in table
II.1, it is difficult to find sufficient data to describe the statistical chara:cteriatica expected

of transmission loss in Time Blocks 7 and 8.

Table 111, 1

Time Blocks

.5.9.‘ Months Hours
1 Nov., - Apr, 0600 - 1300
2 Nov, - Apr. 1300 - 1800
3 Nov. - Apr, 1800 ~ 2400
4 May - Oct, 0600 - 1300
5 May - Oct. 1300 -~ 1800
6 May « Oct. 1800 - 2400
7 May - Oct. 0000 -~ 0600
8 Nov. - Apr, 0000 - 0600

In some applications, it is convenient to combine certain time blocke into groups, for
instance, some characteristics of long-term variability are significantly different for the

winter group (Time Blocks 1, 2, 3, 8) than for the summer group (Time Blocks 4, 5, 6, 7).
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In other climatic regions, if the annual range of monthly average vilues of N' is
less than 20 N units (figure III, 31), seasonal variations are expected to be negligible, One
would algo expect less diurnal change, for example, in a maritime temperate climate where
changes in temperature during the day are less extreme, In climates where N. changes con-
siderably throughout the year, the consecutive 4-6 month period when Na is lowest may be
assumed to correspond to 'winter', whatever months may be involved.

For the U.S. only, the parameter V(0.5, de) for each of the eight time blocks and for
"summer!" and "winter'" is shown in figure III, 32. Curves of the variability Y(q, de. 100 MHz)
about the long-term median for each of these times of day and seasons are shown in figures
II1. 33 to II1.42. These curves are drawn for a frequency of 100 MHz. Figures IIl.33 and
III. 34 show the range 0.01 to 0.99 of Y(q, de'- 100 MHz) for the winter time blocks, 1,2, 3,
8 and the'summer time blocks 4, 5, 6, 7. Each group of data was analyzed separately, Some of
the differences shown between time blocks 1, 2, 3, and 8 are probably not statistically signifi-
cant. Marked differences from one time block to another are observed during the summer
months.

Figures IIL 35 through III. 42 show data coded in the following frequency groups, 88-
108, 108-250 and 400 to 1050 MHz as well as curves for Y(q) drawnfor 100 MHz. In gen-
eral these figures show more variability in the two higher frequency groups especially during
"summer' (time blocks 4, 5, 6 and 7). Because of the relatively small amount of data no at-
tempt was made to derive a frequency factor g(q, f) for individual time blocks,

The curves for summer, winter, and all hours shown in figurees 10,13 through 10,22
represent a much larger data sample, since time block information was not available for
some paths for which summer or winter distributions were available,

The amooth curves of V(0. 5, de) and Y(q, de' 100 MHz) versus de shown in fig-
ures 10,13, 10,14, II1.25 to 111.29 and 11, 32 to IIl. 42 may be represented by an &nalytic func-

tion of the general form:

V(0. 5) n, n

3
Y(0. 1)) = [cldc —iztde}]expl-cé,de )+ 6,0 ) (1. 69

-¥(0.9)]
/
where

n
£040 = £ 4 (£ -1 ) exp(~c,d_ 4

The terms cl, €ys Cog nl, nz. Dy fm, and fw in (III. 69) and (III. 70) are constants

for any given time block and value of q. The parameters fm and iw are maximum and

asymptotic values, respectively, Tables IIl.2 to III. 4 list values of the eight parameters re-

'Hz) and -‘;’(0.'7‘. del}

eight time blocks in table III. 1, and for summer, winter, and all hours. The constants given

quired in (LI 69) to obtain V(0.5,d ), ¥{0.1,d, 100 1

146

(Xi1. 70)




in Tables III.2 to IIL 4 for lumme.r, winter and all hours were determined ueing only radio
paths for which time block information {s available. They do not yield the curves shown in
figures 10.13 and 10. 14 of section 10, which represent a much larger data sample.

Tables 1II. 5 to III. 7 list values of the eight parameters in (IIL, 69) required to compute
V(0.5), Y(0.1, de, f MHz) and Y(0.9, de' IMHz) for each of the climatic regions discussed in

section 10, Volume 1, and section 1II.7 of this annex,
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TABLE I1I.2
Constants for Calculating V{0.5, de}

Time

d in km.

Block L
Cg Cz 63 ng Ny n3 frn ﬁw
4 1.357% 5.02748 1. 3277 2,80 6.74 3.08 5.2 4.0
5 = 1,05°® 5.02° 33 4, 1479 2.70  6.74 3.70 2.4 1.8
6 2.047¢ 6.61718 2.8279 1.87 6.67 3.76 5.2 4,2
7 8.00° % 3.91716 1.20°5 1.68 5.94 2.25 7.1 5.6
S# 1.1875 6.727Y 1. 6576 2.40 6.32 2.61 5.1 4.0
1 2,117 3,447Y 1.737¢ 1.67 6.52 1.82 1.2 0.5
3 3.477% 3.76 14 5,424 1.60 5.30 1.58 1.3 0. 6
8 3.637% 1,80°23 1.55°3 . .65 8.91 2.36 1.95 0.8
W 1.4073 1,797 34 1.05° 3 1.27 13,23 2.51 1.05 0.5
A% 1.6374 1.817%5 8.1276 1.80 9.59 2.32 3.0 1.9

Time Blocks "'S", "W?¥;, and ""A! are all hours summer, all hours winter, and all hours all year
respectively. See Table III. 1 for definitions of the other time blocks.
Small digits reoresent the exponent of the number, for example 2.337% = 2,33 X 1072,
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TABLE III. 3

Constants for Calculating Y(0.1, de, 100 MHz)

Time de in km.

Block cy e c3 n, n, n, £ £
4 1.2272  9.817% 1.09 8 1.36 2.00 3.58 10.8 5.5
5 2.587%  3.417¢ 2.01°112 2.05 2.25 4.78 8.0 4.0
6 3.8473 4.227° 7.7677 1.57 1.76 3.66 9.6 5.2
7 7.9573 3,765 3.1978 1.47 1..76 3.40 11.2 5.5
S* 4.47°% 1667 2.0678 .55 1.90 3.48 9.98 5.1
1 1.097¢ 1.2176 8.29°8 2.28 2.29 3.26 9.6 2.8
2 1.04°% -4.287% 3.51°8 2.71 2.91 3.41 9.15 2.8
3 2.027%  1.457% 4.2778 2.15 2.28 3.37 9.4 2.8
8 1.7074  7.9377 1.2977  2.19 2.37 3.18 9.5 3.0
W * 2.467¢  1.7477 1.2778 2.11 2.64 3.62  9.37 2.8
A% 5.25™% 1.57°% 4.7077 1.97 2.31 2.90 10.0 5.4

Time Blocks ''S', "W'", and "A' are all hours summer, all hours winter, and all hours all year,
respectively. See TableIIl.1 for definitions of the other time blocks._ _
Small digits represent the exponent of the number, for example 2. 33 2 -22.33X107%,



TABLE III. 4
Constants for Calculating - ¥(0.9,d_,100 MHz)

Time de in km,

Block Ty cz— Cg ny ny ng ﬁm f@
4 1.847¢ 2,228 3.657L6 2,09 2.29 6.82 8.0 4.0
5 3.80° %  4,767® 8.397 .92 2.19 7.10 6.6 3.3
6 1,813 5.827% 6.37 43 1.67 2.15 5.38 8.4 4.1
7 3.1973  2.517% 5,039 1.60 2.27 3.69 10.0 4.4
S * 7.427% 5.55 > 4,378 1.84 1.69 3.28 8.25 4.0
1 - 1.727% 63978 2.937° 2,10 2.79 4.24 8.2 2.4
2 1.05 3 7.00713 7.6479 2.59 4.80 3.68 7.05 2.8
3 3.6475 3.74°9 3.537" 2.40 3.28 2.94 7.8 2.2
8 L6476 1,437 3,147 3.08 2.66 3.03 8.6 2.6
W * 3.45°% 1,258 7.507" 2.87 3.07 2.82 7.92 2.45
A* 2.937%  3,78%8 1.0277 2.00 2.88 3.15 8.2 3.2

Time Blocks ""S", "W'", and "A" are all hours summer, all hours winter, and all hours all year,
respectively. See Table IIl.1 for definitions of other time blocks.
Small digits represent the exponent of the number, for example, 4. 9774 = 4, 97 X 1074,
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TABLE III.5
Constants for Calculating V{0.5, de) for Several Climatic Regions

_ de in km
Climat
mate | C}. <, c3 1:11 n, n3 fm fw
1. Continental Temperate 1.597° 1.56" 11 2.7778 2.32 4.08 3.25 3.9 0
: -4 -20 -11
2. Maritime Temperate Overland 1.12 1.26 1.17 1.68 7.30 4.41 1.7 0
. -4 -13 -9
3. Maritime Temperate Oversea 1. 18 3.33 3.82 2.06 4,60 3.75 7.0 3.2
-4 -18 -7
4. Maritime Subtropical Overland 1.09 5.89 2.21 2.06 6.81 2.97 5.8 2.2
5. Maritime Subtropical Oversea (deleted)
6. Desert (Sahara) 8.85"7  2.7¢714 2.25712 2.80 4.82 4,78 8.4 8.2
{Computes - V{0.5))
7. ial -7 -12 -8
. quatoria 3,45 3.74 6.97 2.97 4.43 3.14 1.2 -8.4
8. Continental Subtropical 1.597° 1.56" 11 2.77°8 2.32 4.08 3.25 3.9 0

Note - Corresponding curves of V(0.5, de) are drawn on figure 10.13, section 10, Volume 1.
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TABLE IIL. 6

Constants for Calculating ¥{0.1, de, fMHz) for Several Climatic Regions
1 3 ~
Climate Figure <y <, s n, n,
1. Continental Temperate 10. 14 > _8 _11
A1) hours and Summer 3.56 9.85 1.507°° 1.13 2.80
Winter 3,562 3.7678 2.05°11 1.13 2.92
2. Maritirme Temperate Overland 3 7 1
Bands I & II {40-100 MHz) 10.23 6.96" 1.57 1,157 1.52 2.83
Band III {150-250 MHz) 10.25  3.607% 3,198 491718 1.11 2.96
Bands IV & V {450-1000 MHz) 10. 27 6.28-2 3, 19-8 6.06-12 1.92 2.96
3. Marititne Temperate Oversea 2 1" 5
Bands 1 & T {40-100 MHz) 10.24 1. 37'3 1.04"1 14275 1.38 4,42
Band 11 {150-250 MHz} 10.26 z.,e;?‘2 5.88" 8.25-15 1.79 0
Bands IV & V {450-1000 MHz) 10.28 1.82° 2.40 6.92" 1.29 0
4. Maritime Subtropical Overland 11, 25 4, 33-2 1. 13-11 1. 19—12 1.09 3.89
5. Maritimme Subtropical Oversea {deleted)
6. D Saha -2 -5 -11
. Desert.(Sahara) 111, 27 6.09 1.36 3.18 1,08 1.84
7. Equatorial 1. 28 5.227° 1577 5.22717 1.39 1.46
8. Continental Subtropical II1. 29 1.0 1'2 2. 26'7 3. 90"9 1. 46 2.67

Note - Corresponding curves of Y(0.1, de) are drawn on the figures listed above,
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TABLE II.7

Constants for Calculating -Y(0.9, de' fMHz) for Several Climatic Regions

Climate
1. Continental Temperate
All Hours
Surminer
Winter
2. Maritime Temperate Overland
Bands I & II (40-100 MHz)
Band III (150~250 MHz)
Bands IV & V (450-1000 MHz)
3. Maritime Temperate Oversea
Bands I & II (40-100 MHz)
Band IO (150-250 MHz)
Bands IV & V (450~-1000 MHz)
4. Maritime Subtropical Overland
5. Maritime Subtropical Oversea
6. Desert {Sahara)
7. Equatorial
8. Continental Subtropical

Note - These constants will yield positive values, i.e., -Y(0.9, de) . Corresponding curves of Y(0.9, d ) are drawn on the figures
€

listed above.

Figure

10. 14

10.23
10.25
10. 27

10. 24
10. 26
10.28
ig.25
(deleted)
1. 27
III. 28

111. 29

9.48
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9.48“3

1.45
9.32"
1.29

4.52_3
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2.61'16

-11

1.33
1.33
1.33

1.13
1.90
1.72

3.96
4.23
4.22

4.61
5.29
5.80

2.44
2.40
2.39

6.55

4.48

13.5
14.5
12.0

12.7

il.4

Noh W
-~ Ww O

W W
o e
v wn

[V NN
. e
o ouwm



11, 7. 2 To Mix Distributions
When a prediction is required for a period of time not shown on the figures or listed
in the tables, it may sometimes be obtained by mixing the known distributions. For example,
the distributions for time blocks 5 and 6 would be mixed if one wished to predict a cumulative

distribution of transmission loss for summer afternoon and evening hours. In mixing dis-

tributions, it 18 important to average fractions of time rather than levels of transmission loss,

Distributions ot data for sime blocks may also be mixed to provide distributions for other

pericde of time. For example, data distributions for time blocks 1,.2, 3, and 8 were
mixed to provide distributions of data for '"winter", When averages are properly weighted,
such mixed distributions are practically identical to direct cumulative distributions of the
total amount of data available for the longer period,

The cumulative distribution of N observed hourly median values is obtained as
follows: (1) the values are arranged in order from smallest to largest, Ll' LZ‘ -L3, ———

Ln' cow, L (2) the fraction q of hourly median values less than Ln is computed:

N
gln) = B -

(3) a plot of Ln versud e¢(n) for values of q from 1/(2N) to 1 - 1/(2N) is the

observed cumulative distribution.

To mix two distributions, the following procedure is used: (1) choose ten to fifteen
levels of transmission loss I"l’ ey Ln' covering the entire range of L{q) for both dis-
tributions, (2) at each of these levels, read the value q for each distribution and average
these values, (3) plot each selected level of transmission loss at the corresponding average
fraction of time to obtain the "mixed" distribution. In this way, any number of distributions
may be combined, if each of them represents the same number of hours, If the number of
hours is not the same, a weighted average value q should be computed, using as weights the

number of hours represented by each distribution.
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CLIMATE 4, MARITIME SUBTROPICAL OVERLAND
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The curves for climate 5, Maritime Subtropical Oversea, have been deleted. These
were based on a very small amount of data, Data obtained since the preparation of these
curves indicate that the following give good estimates:

Climate 4, Maritime Subtropical Overland, for hot moiet tropical areas or climate

3, Maritime Temperate Overgea, for coastal areas where the prevalling winds are from

the ocean,
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Y(a,da, 1000 MHz) IN DECIBELS
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CLIMATE 6, DESERT, SAHARA
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CLIMATE 7,
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Y(a,d, , 1000 MHz) [N DECIBELS
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CLIMATE 8, CONTINENTAL SUBTRCOPICAL

EFFECTIVE DISTANCE, dg, IN KILOMETERS

Figure IM.29
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THE FACTOR g{f)
gifl =1 FOR CLIMATES 4,5 AND 7.
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V{05, dy) IN DECIBELS

THE FUNCTION V(0S5, dg) FOR VARIOUS PERIODS OF TIME IN THE U.S.A.
L(OS) = L¢, -V(05,de) db
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vlq,de) IN DECIBELS

WINTER TIME BLOCKS, NOV. - APRIL, U.S. A.
CURVES FOR 88-108 MHz
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CURVES FOR 88-108 MMz

o 1 [ e ] :
P : | e L
1 i T
P Py :
| ! : H ) i i
__‘I‘ i | T J : . : _
il | J too TIME BLOCK ! j
— : ¢ —— ————— 4. 0600- {300 HRS. ; .
. : ; .
SR N SR SO S L} ee————— 5. 1300 - 1800 HRS. ; :
‘ i Pl —i— - 5 1500 - 2490 HRS. s .
— > 0000 - 0600 HRS. : Jl i T
|

-
¥’
i I
I i i
T T -
; ] |
H i
e e e R, o
B 1
...... R P — ———

: :a: SN I SR N P -—l- P

* i

% \'\h% - . ! }

; R TN :

; \'\'\a\ : :

. -\.\:\ __..-""'"-—-_‘--—-"——--_:_..———__'_-_" i et o e« v — = g ke - = ——— v —— A {r——— Yo o et |1 i
IR AEREaR = ==
~i8] A 1 » =1 —
hNSLoT A 1 _ _ .
\OEZBZERE | s

L I

EREE -

0.5

} 0.5

500 $00 700 300 $00

EFFECTIVE DISTANCE, de, IN KILOMETERS

Figure I .34



Go-1I

VARIABILITY ABOUT THE LONG-TERM MEDIAN IN DECIBELS

TIME BLOCK i, NOV. - APRIL, 0600 -1{300 HRS., U.S.A.
CURVES SHOW Y{q, dg} FOR THE FREQUENCY RANGE 88 - 108 MHz
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TIME BLOCK 2, NOV. - APRIL,
CURVES SHOW Y{g, de) FOR THE FREQUENCY RANGE 88 - 108 MHz
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TIME BLOCK 4, MAY - OCT., 0600-1{300 HRS., U.S.A,
CURVES SHOW Y(q,de} FOR THE FREQUENCY RANGE 88 - 108 MHz
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II1.8 1ist of Special Symbols Used in Annex III

A(vj) Attenuation relative to free space for each of several rays as a function of the
parameter vj, where j = 1,2, 3,4, (III. 34).
b The parameter b, a function of ground constants, carrler frequency, and polari-

zation, expressed in degrees, figure 8.2, and equations (III.40) and (III. 41).
The parameter b for horizontal polarization defined by (III. 40).
The parameter b for vertical polarization, (III.41).

cv A parameter showing the phase change assoclated with the complex plane wave
reflectlon coefficient R exp [~i(mw=-c)] corresponding to reflection from an in-
finite smooth plane surface, (5.4) figures III. 1 through III. 8.

Cyr Values of ¢ for horizontal and vertical polarization, respectively, (III.13) and
(II1. 14) figures III. 1 through III.8.

Cj Fresnel integral, (I1I.33), where j = 1,2, 3, 4.

Ci(r), Ci(rl), Ci(rz) Cosine integral as a function of r, (III 51), r and rZ (III. 50).

dr Distance used in calculating ground reflections in knife edge diffraction; dr is
defined by (111, 29).

d“, dlz' le’ d22 Distances used in computing diffraction attenuation with ground reflec-
tions, (L. 31) figure III.9.

fJ Diffraction loss for each of several distinct rays over an isolated obstacle,

where j=1,2,3,4, (1II.32-IIL 35).
f,f,f,f Diffraction loss for each of four distinct rays over an isolated obstacle, (III.32).

177273 4
1( rl), f(rz) Functions of the normalized antenna heights r_ and T (III. 50) .

1

f(vj) A function identically equal to fj for v = v’, (I11I. 33) figure IIL 10.

f(eh) A factor used to reduceestimates of variability for antenna beams elevated
above the horizon plane, (I, 65) figure III.22. See Oh and Gb.

Foi Scattering efficlency correction term for the lth lobe of an antenna pattern,
(III. 63).

F(Beid) This function is the same as F(08d) with the effective angular distance ee1 sub-
stituted for the angular distance, 6, annex I, (III.57).

By Bpy A high gain antenna radiates gy, watts per unit area in every direction not ac-
counted for by the main beam or by one of the side lobes of an antenna. The
gain gy, for a transmitting antenna is Bpt section III. 6.

g(f) A frequency correction factor shown in figure III. 30, (III. 66).

Gb' th Decibel equiva::nt of 8y Gb = 10 log 8y and of 8y’ annex III section IIL 6.

Grl' Gti Gains of the 1 lobe of recelving and transmitting antennas, respectively,
(111. 57).

he A height, using elevated beams, that is equivalent to ho for horizon rays,
(II1. 63).

hrm' htrn Felght of a knife edge above a reflecting plane on the recelver or transmitter

side of the knife edge, (III.37).
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f;( 1)

T rl), h(rl)

”oi

L(q)

., m
h
mho.

P

q

A function of r shown in figures III. 20 and III. 21.
A function of r,oor r, defined by (III. 50) and shown on figures III, 20 and
1I1. 21,
The frequency gain function for the ith beam intersection in a scattering plane
(1. 57).
Represents a series of subscripts 1,2, 3,4, as used in equations (III, 27) to
(ILL, 35).
The diffraction parameter K for horizontal polarization, section III.4.
The diffraction parameter K for vertical polarization, section III. 4.
Loss in antenna gain for the ith scattering subvolume, (III. 57).
Transmission logs associated with the ith power contribution, (III.55) and
(III. 57).
. I..N A series of hourly median values of transmission loss arranged in
order from the smallest to the largest value, section III 7,
Transmission loss exceeded a fraction q of the time, (III.68),
Parameters used in computing the magnitudes Rh and Rv of the smooth
plane earth reflection coefficient R, (III 10).
A unit of conductance, the reciprocal of resistance which {8 measured in ohms, '
figures III, 1 to 1I1.8,
A function of the dielectric constant and gré.zlng angle used in computing the
plane wave reflection coefficient, (III,8),
A parameter used in calculating a plane wave reflection coefficient, (III, 7) to
(III. 14).
P Distances to and from the bounce point of reflected rays, (III, 28) fig~
ure III. 9.
Plane earth reflection coefficlent R for horizontal polarization, (III,12) and
flgures III. 1 to IIL. 8,
Plane earth reflection coefficient R for vertical polarization, (III.12) figures
III. 1 to IIL. 8,
Path asymmetry factor for beams elevated above the horizon, 8. = ae/ﬂe s
(I11. 64).
Sine integral as a function of r, (IIL. 51).
Fresnel integral, (III. 33).
The parameter v for each of j paths over an isolated obstacle, (III.27).
Contribution to the total available power from the ith scattering subvolume,
(III. 55) and (IV. 11}).
Points at which a first Fresnel ellipse cuta the great circle plane, 1I1.18 to
I11. 23,
The angles between the '"bottoms'' of transmitting or receiving antenna beams

or side lobeg and a line joining the antennas, (III.61).
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@ pei Angles Q, and ﬂe for the im lobe of an antenna pattern.

a o peo When beams are elevated sufﬂcientl.y that there 18 no bending of the ray due to
atmospheric refraction ae = aeo' ﬂe = peo' (I11. 60); when ray bending must be
congidered a, and fie are computed using (III. 61).

aoj' Boj The angles a ﬂo made by each of j rays, over an isolated obstacle, (III. 36).

ao ¢ aoz’ po v ﬁoz The angles ao and [30 for each of four rays over an isolated obstacle,
(1II. 36) .

I3 A parameter used in computing the first Fresnel zone in a reflecting plane,
(III. 18).

) The effective half-power semi-beamwidth of an antenna, section III. 6.

6e The effective half-power sem'iobeamwidth of an antenna that {8 elevated or di-
rected out of the great circle plane, section IIL 6.

60 The semi-beamwidth of an equivalent beam pattern with a square cross-section
5 = 6N /4, section I 6.

6rwo' 6two Azimuthal equivalent semi-beamwidths with square cross-~section, (III.58)
figure III. 23.

6rzo' Btzo Vertical angle equivalent semi-beamwidths with square cross-~section, (III. 58)
figure III1.23.

6wo Azimuthal equivalent semi-beamwidth with square cross-section, section IIL 6.

azo Vertical angle equivalent semi-beamwidth, section IIL 6,

A, The jth value of Ar, where Ar = r + I, =T (I11. 27) and (III. 29).

Al' AZ' A3, A4 Ray path differences between a direct ray and a ray path over a single iso-
lated obstacle with ground reflections, (III.28) figure (II.9).

Alr' AZr' Ah_, A‘ir Ray path difference between straight and ground reflected rays on
either side of an isolated obstacle, (III. 31), (III.37),

« Ratio of the dielectric constant of the earth's surface to the dielectric constant
of ailr, figures 8.1 and 8.2.. annex III. 4.

] o1 € 4 Angle between the axis of the main beam and the axis of the first side lobe of
an antenna pattern, figure IiX.22.

Cwl’ Cew2 Azimuth angles of the first and second lobes of a transmitting antenna relative
to the main beam axis, figure III 23,

Teat’ Yenz Elevation angles of the first and second lobes of a transmitting antenna relative
to the main beam axis, figure III. 23,

L The angle ‘that a scattering plane makes with the greatcircle plane,‘ (111. 60),
(111.61), and fiéure 111, 22,

Mye A funct.ion of he and Ns used in computing Foi and Hoi for scattering from
antenna beams directed above the horizon or away from the great circle plane,
(L11. 64) . '

Bb Angle of elevation of the lower half power point of an antenna beam above the

horigontal, (III.62). See 9, and f(eh).
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Ohr’ ebt
Byt Obrt

[¢]

e

Oei

em’ Oa? **°
N Ont

0.

J

0,

JI'

elr' le' 931"
91» 92; 93» 94
g

T

(0, 4, N )

Values of eb for the ret;eiving and transmitting antennas, respectively, (IIL. 61),
Values of eb for the 1 beam intersection, (III.59).

The angle between radio rays elevated above the horizon and/or away from the
great circle plane, (III.64),

The angle ee at the 1th intersection of radio rays elevated above the horizon
and/ or away from the great circle plane, (III. 57),

een The angle ee for the first, second, ... nth intersection of radio rays,
figure 111.22.

Angle of elevation of a knife edge relative to the horizontal at the receiving or
transmitting antenna, (II1.38).

Angle between direct and/ or reflected ray over a knife-edge, where j=1,2,3,4

as shown in figure II1.9,

2

Angles defined in (111, 29), where j = 1,2,3,4, which are added to 6 to/determine

6,=6+86, .
J Jr ’

0, Values of ejr for § = 1,2, 3, 4,(11. 29).

The angle between rays from the transmitting and recelving antennas over an

1solated obstacle with ground reflections, figure III.9.

Surface conductivity in mhoe per meter, figures 8.1 and 8.2, section III. 4,

The amount a radio ray bends in the atmosphere, (III.62).

Bending of a radlo ray that takes off at an initial angle eb and travels d

kilometers through an atmoephere characterized by a surface refractivity N.,
(I11. 61).

$(v,0) Component of phase lag due to diffractlon over an idealized knife edge, (7.13)
figure 7.1, and (111, 30).

d(vp) Component of phase lag due to diffraction over an isolated perfectly~-conducting
rounded obsetacle, (7.13) figure 7.5 and (III. 30).

$ (0, p) The component of the phage lag of the diffracted field over an isolated perfectly-
conducting rounded obstacle for v =0, (7.13) figure 7.4 and (III, 30).

@j The phase lag of the diffracte§ field for the jth ray over an isolated perfectly-
conducting rounded obstacle (III. 30a), where j=1,2,3,4,

<I>j(v, p) The phase lag of the diffracted ray over an isolated rounded obstacle for the jth
ray, '~15J(v, p) = Qj , (1. 30). 0

Qj(v, 0) The phase lag over an ideal knife edge for the j ray, (III.30),

@1, @2.' ®3, <D4 The phase lag ®j(v, p) for values of j= 1,2, 3,4, (I.32),

q;r, q;t The angle between the plane of the lower half-power point of an antenna beam
and the recelver or transmitter horizon plane, (III.60),

¢x-i’ Lpd The angle q‘r or Lpt for the ith lobe of an antenna pattern, (III. 59).

\leg t!lz Angle of reflection ai the ground of a reflected ray that passes over a knife-

edge, (II1.36) figure 111, 9.
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oY

The half-power beamwlidth, 1= 26, (9.10) and figure IIL. 22.
a Half-power beamwidths corresponding to 260, 861 for the recelving and
transmitting antenna patterns, respectively, fligure III 22.
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Annex IV
FORWARD SCATTER
IV.1 General Discussion
This annex discusses some of the similarities and differences between forward scatter
from refractive index turbulence and forward scatter or incoherent reflections from tropo-
spheric layers.

T o scatter is to spread at random over a surface or through a space or substance.

Scattering which tends to be coherent is more properly called forward scatter, reflection,

refraction, focusing, diffraction, or all of these, depending on the circurnstances. Modes of
scattering as well as mechanisms of propagation bear these names. For example, we may
speak of the reflection, refraction, diffraction, focusing, scattering, and absorption of a radio
wave by a single spherical hailstone, and all of these modes can be identified in the formal
solutions of Maxwell's equations for this problem,

The large volume of beyond-the-horizon radio transmission loss data available in the
frequency range 40 to 4000 MHz and corresponding to scattering angles between one and three

A /10

degrees indicates that the ratio 107 corresponding to the transmission loss, A, rela-

tive to free space is approximately proportional to the wavelength, X, or inversely propor-
-Lp/1l
b/ 10 corresponding

- co . . . 3 -3
to the forward scatter basi¢ transmission loss is approximately proportional to A~ or to f ~,

tional to the radio frequency, f, [Norton, 1960], so that the ratio 10

This circumstance is more readily explained in terms of forward scatter from layers [ Friis,
Crawford, and Hogg, 1957] or in terms of glancing or glinting from brilliant points on ran-
domly disposed ''feuillets", [ duCastel, Misme, Spizzichino, and Voge, 1962], than in terms
of forward scatter from the type of turbulence characterized by the modern Obukhov-
Kolmogorov theory [Obukhov, 1941, 1953; Batchelor, 1947, 1953]. There is recent evidence
[ Norton and Barrows, 1964] that the wavenumber spectrum of refractivity turbulence in a
vertical direction has the same form as the more adequately studied spectrum of variations
in space in a horizontal direction. Some mechanism other th;an scatter from refractivity
turbulence must be dominant most of the time to explain the observed transmission loss
values over a majority of the transhorizon tropospheric paths for which data are available.
Scattering from refractivity turbulence and scattering from sharp gradients are mechanisms
which coexist at all times’ in any large scattering volume. Sharp gradients always exist some-
where, and the atmosphere between them is always somewhat turbulent. Power scattered
by these mechanisms is occasionally supplemented by diffraction, specular reflection from
strong extended layers, and/or ducting,

A tropospheric duct exists, either ground-based or elevated, if a substantial amount
of energy is focused toward or defocused away from a receiver as super-refractive gradients
of N exceed a critical value called a '"ducting gradient." This gradient is about -157 N-units

per kilometer at sea level for horizontally launched radio waves. The duct thickness must

V.l
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exceed about 5062 73 meters with f in MHz [Kerr, 1964] for a duct to completely trap
such radio waves. A fcew useful references in this connection are cited at the end of scction
4, Volume 1.

A more or less horizontally homogeneous '"kink" in a refractive index profile may in-
dicate the possibility of ducting for very short wavelengths, the presence of a refracting
layer for some of the longer waves, and merely a slight and random perturbation of average
atmospheric conditions for other frequencies, antenna locations, or antenna beam patterns
and elevation angles., The layer that presents a sharp discontinuity for radio frequencies
from 30 to 100 MHz (X = 10 to 3 meters) may represent a relatively gradual change of re-
fractive index at 300 MHz (XA = 1 meter) and higher frequencies. A tropospheric layer or
"feuillet" requires a sufficiently abrupt change in refractive index, usually associated with
fine weather conditions, to reflect a substantial amount of radio energy at the grazing angles
and frequencies of interest, These may be horizontal changes, in thermals, for instance,
as well as changes of refractivity, N, with height.

Almost specular reflection from tropospheric layers is often observed between 30
MHz and 200 MHz. At higher frequencies, where focusing, defocusing, and ducting are
common, and where extensive layers are not sufficiently abrupt or sufficiently numerous to _
provide strong reflections, a number of small and randomly oriented surfaces come into
play. A recent summary of the role of the layer structure of the troposphere in explaining
tropospheric propagation [ Saxton, Lane, Meadows, and Matthews, 1964] includes an exten-
sive list of references. . Also useful are general discussions of tropospheric propagation by
Bullington [ 1955], duCastel [ 1960], Crawford, Hogg, and Kummer [ 1959], Fengler [ 1964],
Fengler, Jeske, and Stilke [1964], Kirby, Rice, and Maloney [1961], Johnson [ 1958], Rice
and Herbstreit [ 1964], Shkarofsky [ 1958], and Vvedenskii and Arenberg [ 1957].

There are at least three distinguishing features in most theories of forward scatter
from clouds, precipitation, refractive index turbulence, layers, or feuillets. A calculation
is first made of the expected or average forward scattering pattern, reradiation pattern, or
diffraction pattern of a scatterer or a group of scatterers, usually located in free space, and
usually assuming an incident plane wave and a distant receiver. Second, a decision is made
that the relative phases of waves scattered from individual raindrops or subvolumes of re-
fractivity turbulence or feuillets are random, so that we may simply add the power contri-
butions from these elements and ignore the phases. This is an essential feature of a random
scatter theory. And third, some way is found to relate the actual terrain, atmosphere, and
antenna parameters to the theoretical model so that a comparison may be made between data

and theory.

1V.2 Models for Forward Scattering

The mechanisms of scattering from refractivity turbulence, reflection from elevated

layers, and ducting are much more sensltive to vertical refractivity gradients than to the

v-2



horizontal gradients commonly observed. The forward scatter theory used to develop the
prediction methods of section 9 assumes that only vertical scales of turbulence or layer
thic knesses are important. The radio wave scattered forward by all the scattering sub-
volumes visible to both antennas or by all the layers of feuillets visible to both antennas is
most affected by a particular range of '"eddy sizes'", £, or by layers of an average thick-
ness £/2. A stack of eddies of size § must satisfy the Bragg condition that reradiation by
adjacent eddies shall add in phase. Reflections from the exterior and interior boundaries
of a layer will add in phase if the ray traversing the interior of the layer is an odd number
of wavelengths longer than the ray reflected from the exterior boundary. Either the mech-
anism of forward scatter from refractivity turbulence or the mechanism of reflection from
layers orfeuillets selects a wavenumber direction K that satisfies the specular reflection
condition corresponding to Snell's law that angles of incidence and reflection, ¢ , are equal.

Mathematically, these conditions are represented by the following relations:

R +R
L e % S . — (v. 1)
|Ro+ﬁ1

where ﬁo and R are unit vectors from the centers of radiation of the transmitting and re-
ceiving antenna, respectively, towards an elementary scattering volume, or towards the
point of geometrical reflection from a layer. The angle betweeéen R and ﬁo is the scat-
tering angle © illustrated in figure IV-1 and is thus twice the grazing angle ¥ for reflec-

tion from a layer:
1 A A .
0=2¢=cos (-R-~- Ro) radians ., (IV.2)

The plane wave Fresnel reflection coefficient a, for an infinitely extended plane

boundary between homogeneous media with refractive indices n, and n, and for horizon-

tal polarization [ Wait, 1962] is

-
wind - | 2(n = n,) + (s, ~ n,)° 4 einzqi}
qQ, = . (Iv. 3)

giny + [_Z{nl - nz) +{r11 - nzlz +si.n2¢}

The following approximation, valid for (n1 -n )Z < sinzlll<< 1 is also good for vertical

2
polarization:
b - n -n 2
q = — exp| - {a .n}zfzz & 2”71 it 1v. 4
[+] 2¢2 {_ 2 1 (2¢7) "—;:?—— = ---—0.-2........._ . (Iv.4)

Iv-3



A differential amplitude reflection coefficient dq for a tropospheric layer is next
defined as proportional to the difference between two gradients of refractive index, m and
m where m is the average refractive index gradient dn/dz across the layer, and m
is the average refractive index gradient for the region in which the layer is embedded. Let
the layer extend in depth from 2z =0 to z = 2z in the wavenumber direction k defined by

(IV.1), and write the differential reflection coefficient as

A phasor exp [-iz(4my /N] is associated with dq, and the power reflection coefficient

qa for a tropospheric layer of thickness z, is approximated as

2
2= 2
. 0 3
qZ = g dq exp [~iz{4mdi/0) ] = (411')2 )\2 U 6 M (IV. 6a)
2=0
2 4
M=(m- mo) [1 - cos (41rq:zol)\)]/(4ﬂ) . (IV. 6b)

If M is assumed continuous at z=0 and z = zo, somewhat smaller values of qZ and m
will result [ Wait, 1962].

Friis, Crawford, and Hogg [ 1957] point out that the power received by reflection
from a finite layer can be approximated as the d\iffracted power through an absorbing screen
with the dimensions of the layer projection norm\al to the direction of propagation. They
then consider layers of large, small, and medium size compared to

1/Zl

2x = Z(xRORId) d= R_+R (IV.7)
which is the width of a first Fresnel zone. Let b represent the dimensions of a layer or
feuillet in any direction perpendicular to K . Since k is usually nearly vertical, b is
usually a horizontal dimension. Adopting a notation which conforms to that used clsewhere
in this report, the available power wa at a receiver at a distance d from a transmitting

antenna radiating w, watts is

S
w = Bt - [C%u) +5%(u)] [Cov)+ 8% ]

a (47 d) (IV.8)

in terms of Fresnel integrals given by (III. 33), where

u=bN2/x, v =b N2 Ix
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and 8, and g, are antenua directive gains. For large u and v,
2 2 2
ciw) = s%w = ciwy = sPwy = %,

and for emall u and v, Cz(u) = uz. Cz(v) = VZ , and SZ(u) = sz‘(v) =0.

For large layers, where b >>2x:

4 -6 -2
Wa TV BB A d M (Iv.loa)

For intermediate layers, where b =2 x:

3 4 -1 2
wo=wER MY (RR d) b M- (Iv.10b)
For small layers, where b < < 2x:
_ 2 -4 -2, 4
w R W gtgrk R RD} b M. (IV. 10¢)

Forward scatter from layers depends on the statistics of sharp refractive index
gradients in the directions x defined by (IV.1). The determination of these statistics from
radio and meteorological measurements is only gradually becoming practical. A study of
likely statistical averages of the meteorological i.)arameters M, bZM, and b4M indicates
that these expected values should depend only slightly on the wavelength X\ and the grazing

angle Y, as was assumed by Friis, et al.[ 1957]: The expected value of
[1- cos (4w ‘on/)\)]

can vary only between 0 and 2 and is not likely to be either 0 or 2 for any reasonable
assumptions about the statistics of z -

Available long-term median radio transmission loss data usually show the frequency
law given by (IV.10b) for mediym-size layers. Long-term cumulative distributions of short-
term available pocwer ratios on spaced frequencies rarely show a wavelength law outside the
range from XZ to . [Crawford, Hogg, and Kummer, 1959; Norton 1960]. An un-
reported analysis of 8978 hours of matched simultaneous recordings at 159.5, 599, and
2120 MHz over a 310-km path in Japan shows that this wavelength exponent for transmission
loss w.a/wt is within the range from 2 to 4 ninety-eight percent of the time. This cor-
respondé to a wavelength exponent range from 0 to 2 or a frequency exponent range from

0 to -2 for attenuation relative to free space values, and to corresponding ranges X to )\4

-4

or f_z to f for values of basic transmission loss, Lb.
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Figurces IV, 1(a) and IV, 1(b) illustrate torward scattering from a single small laver
AT tTe FeoTactiviby tarbulenwe oo single sivall scattering subvolume of the volune Voot
space visible to two antennas. Figures IV, 1(c¢) and IV, 1(d) illustrate models for the addition
ol power contributions from large parallel layers, and from scattering or reflection sub-
volumes, respectively. Contributions from diffraction or ducting are ignored, as well as
returns from well-developed layers for which a geometrical reflection point is not visible to
both antennas. Combinations of these mechanisms, though sometimes important, are also
not considered here.

For each of the cases shown in figure IV.1, coherently scattered or reflected power
w ., from the neighborhood of a point —ﬁoi is conveniently associated with a scattering sub-
volume d RO =dv = vi(ﬁoi), so that the total awvailable forward scattered power at a receiver

is

N N
v v
w —T W_:z v,w . = S‘ a’R w (R, R) watts (Iv.11)
L i o V' o
=1

-
0
<

where
vi ai’ i viol L (IV. 12)

is the available power per unit scattering volunie for the ith scattering subvolume, feuillet,
-or layer, and it is assumed that only NV such contributions to w ~are important.

Each of the power contributions wai is governed by the bistatic radar equation., Omit-
ting the subscript i, this equation may be written as

a o . XZ
- _ 2
a 4 ROZ N arR 4

> watts , (IV.13)

where ag Cp is the effective scattering cross-section of a single scatterer or group of
scatterers, including the polarization efficiency cp of the power transfer from transmitter
to receiver. The first set of parentheses in (IV.13) represents the field strength in watts
per square kilometer at the point Eo’ the second factor enclosed in parentheses shows what
fraction of this field strength is available at the receiver, and )\zgr/(‘ln) is the absorbing
arca of the receiving antenna,

The key to an understanding. of scattering from spacecraft, aircraft, rain, hail, snow,
refractivity turbulence, or inhomogeneities such as layers or feuillets is the scattering cross-
section a Cp defined by (IV. 13) or the corresponding scattering cross-scction per unit

volume aV , defined from (IV.12) and (IV.13) as
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3 2 2
a, = (4w) (R0 R) wv/(wt B B, A7) per km. (Iv. 14)

Thie guantity is usually cstimated by isolating a small volumie of scatterers in free
space at large vector distances R’o and R., respectively, from the transmitter and receiver,
Il both antennas are at the saxﬁe place, (IV.13) becomes the monostatic radar equation, cor-
responding to backscatter instead of to forward scatter.

The scattering cross-sections per unit volurme for large, medium, and small layers,

assuming a density of NJZ layers per unit volume, may be obtained by substituting (IV,10a) to

(IV.10c) in (IV.14):

For large layers, where b >>2x:

- z2 - 2
a =x4Lp6MN = A lpb(RoRfd) MN!' (Iv.15)

For intermediate layers, where b= 2x:

s 4 _ 5
a -xa¢4i;aMN :kqu(R Rid)D MN, * (IV.16)
i £ o 1

For small layers, where b << 2x:

2, =¢'4 b’ MN, = 20 ¢‘4 _ MN, (Iv.17)
The modern Obukhov-Kolmogorov theory of homogeneous turbulence in a horizontal
direction, when extended to apply to the wavenumber spectrum of instantaneous variations
of refractive index in a vertical direction, predicts a )\-% or f% law for the variation with
wavclength X\ or carrier frequency f{ of either a, or attenuation relative to free space, or
a )\5/3 or f“5/3 law for variations of the transmission loss wa/wt' Theoretical studies of
multiple scattering by Beckmann [ 1961a], Bugnolo [ 1958], Vysokovskii [ 1957, 1958], and others
suggest that single scattering adequately explains observed phenomena. Descriptions of at-
mospheric turbulence are given by Batchelor [ 1947, 1953], de Jager [1952], Heisenberg
[ 1948], Kolmogoroff [ 1941], Merkulov [ 1957], Norton [1960], Obukhov [ 1941, 1953], Rice
and Herbstreit [ 1964], Sutton [1955], Taylor [1922], and Wheelon [ 1957, 1959].
The observed wavelength exponent for the Japanese transmission loss data previously
noted was below 5/3 less than two tenths of one percent of the time, and an ¢xamination of
other data also leads to the conclusion that forward scatter from Obukhov-Kolmogorov turbu-

lence can rarely explain what is observed with frequencies from 40 to 4000 MHz and scat-

tering angles from one to three degrees,
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Ioarly recopnition of this fact by Norton, Rice, and Vogler [ 1955 ] led to the proposal
ol a mithematical form for the vertical wavenumber spectrum which would achieve agreement
between radio data and the theory of forward scatter from refractivity turbulence [Norton,
1960 ]. Radio data were used to determine the following empirical form for av, upon which

the predictions of section Y are basced:

aV = Ny M (Iv.18)
M=3 <(An)2> (32 ,82) (Iv.19)
= / o .
where
An =n - <An> (Iv. 20)

is the deviation of refractive index from its expected value <An>, and 20 is a '"scale of
turbulence” [Rice and Herbstreit, 1964 ].

Values of the variance <(An)2 > of refractivity fluctuations and scales of turbulence
JIU obtained from mectecorological data lead to good agreement between (IV.18) and radio
dat. when an exponential dependence of M on height is assumed, substituting the corre-
sponding value of \VV in (IV.1l1l). It is not yet clear how the estimates of m, mo, zo, b,
and N.! required by the theory of forward scatter from layers of a given type can be
obtiained from direct meteorological measurements, nor how these parameters will vary
throuphout the large volume of space visible to both antennas over a long scatter path. It

dous scem clear that this needs to be done.

Data from elevated narrow-beam antennas that avoid some of the complex phenomena
due to reflection and diffraction by terrain, and which select small scattering volumes, sug-
gest that for scattering angles exceeding ten degrees, reflections from large layers can
hardly be dominant over reflection from intermediate and small layers or from refractivity
turbulence. Preliminary results indicate that field strengths decrease more slowly at a
tined distance and with scattering angles 6 increasing up to fifteen degrees than would be pos-
sible with the 8—6 dependence of a, given by (IV. 15) added to a probable exponential decay
with height of the expected value of the meteorological parameter MNI for large layers.

The wavelength and angle dependence of forward scatter characterized by the Obukhov-
Kolmogorov turbulence theory is nearly the same as that for small layers, given by (IV.17).

For scattering from refractivity turbulence:

= x‘1/3 q;"“” M (Iv.21)

vo o

r(i/eé) < (An)z >

1373 r(1/3) 102/3

(Iv. 22)
4(2w)
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Although most of the propagation paths which have been studied rarely show this frequency
dependence, some occasionally do agree with (IV.21). In peneral, the radiowave scattering
vross-soction per unit volume a, is a weighted average of scattering from all kinds of
thayers or feudliets and the turbulence butween then.

Sunmmarizing the argument:

'Y
n

®

+
'Y
+
'Y
+
'Y

itd
>
<
S

(1v. 23)

for 10—4 <A< 10-2 km, 0.01 < y < 0.03 radians, where M has been determined from
radio data, subject to the assumption that M decreases exponentially with height above the
carth's surface. Equation (IV.23) is intended to indicate the present state of the twin arts of
formulating theories of tropospheric forward scatter and comparing these theories with avail-
able long-term median transmission loss data. A great deal of available data is not forward
scatter data, and it is for this reason that estimates of long-term variability as given in
scction 10 and annex I1I are almost entirely empirical.

Also, for this reason, estimates of [, as given in section 9 are restricted to long-
term median forward scatter transmission loss. Available measurements of differences in
path antenna pain agree within the limits of experimental error with the values predicted by

the method of gection 9 whenever the dominant propagation mechanism is forward scatter,
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IV.3 List of Special Symbols Used in Annex IV

a, Radiowave scattering cross-section of a single scatterer or group of scatterers,
(Iv.13).

a Radiowave scattering cross-section per unit volume, (IV.14).

avo Radiowave scattering cross-section from refractivity turbulence, (IV.21).

a:x-' a, 2 ;,1v3 Radiowave scattering cross-sections per unit volume for large, medium, and
small layers, (IV.15) to (IV.17).

b The dimensions of an atmospheric layer or feuillet in any direction perpendicu-~
lar to &K, (IV.9).

c Polarization efficiency of the power transfer from transmitter to receiver,

g (IV.13).

C(u), C(v) Fresnel cosine integrals, (Iv.8).
Ji A range of eddy sizes or layers; the radio wave scattered forward is most af-
fected by a particular range of '"'eddy sizes,'" £, or by layers of an average

thickness £/2, that are visible to both antennas, (IV.1).

lo Scale of turbulence, (IV.19).

m Average refractive index gradient, dn/dz, across a layer, (IV.5).

m Average refractive index gradient for the region in which a layer is imbedded,
(IV.5).

M A term defined by (IV.6) used in the power reflection coefficient qZ .

Mo A term defined by (IV,22) used in defining avo, the scattering cross-section
from refractivity turbulence.

n;, 0, Refractive indices of adjacent layers of homogeneous media, (IV.3).

N2 The number of layers per unit volume of a scattering cross-section, (IV.15)
to (IV.17).

NV The number of scattering subvolumes that make an appreciable contribution
to the total available power, (IV.11).

q The power reflection coefficient, qz. for a tropospheric layer is approxi-
mated by (IV.6). ‘

a, The plane wave Fresnel reflection coefficient for an infinitely extended plane
boundary, (IV.3).

K, —ﬁo Vector distances from transmitter and receiver, respectively, to a point _ﬁo .

R, f(o Unit vectors from the centers of radiation of the receiving and transmitting
antennas, respectively, (IV.1).

—ﬁoi A point from which power is coherently scattered or reflected, (IV.11).

S(u), S(v) Fresnel sine integrals, (IV.8).

u A parameter defined by (IV.9).

v A parameter defined by (IV.9).

Vi. The 1th scattering subvolume, (IV.11]).
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An
< An>

<(An)2>

Available power per unit scattering volume, (IV.1l).

Avalilable power per unit scattering volume for the ith scattering subvolume,
(IV. 12)

Half the width of a firet Fresnel zone, (IV.7).

Thickness of a tropoapheric layer, (IV.6),

The thickness of a tropospheric layer, (IV.6).

The deviation of refractive index from its expected value, (IV.20).
The expected value of refractive index, (IV.20),

The variance of fluctuations in refractive index, (IV.19).

A wave number direction defined by (IV.1).

The grazing angle for reflection from a layer, (IV.2).
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Annex V
PHASE INTERFERENCE FADING AND SERVICE PROBABILITY

As a general rule, adequate service over a radio path requires protection against noise
when propagation conditions are poor, and requires protection against interference from
cochannel or adjacent channel signals when propagation conditions are good. Optimum use
of the radio spectrum requires systems so designed that the reception of wanted signals is
protected to the greatest degree practicable from interference by unwanted radio signals and
by noise.

The short-term fading of the instantaneous received power within periods of time
ranging from a few minutes up to one hour or more is largely associated with random fluctu-
ations in the relative phasing between component waves. These waves arrive at the receiving
antenna after propagation via a multiplicity of propagation paths having electrical lengths that
vary from sccond to second and from minute to minute over a range of a few wavelenths. A
small part of this short-term fading and usually all of the long-term variations arise from
minute ~-to-minute changes in the root-sum-square value of the amplitudes of the component
waves, i.e., in short-term changes in the mean power available from the receiving antenna.
In the analysis of short-term fading, it is convenient to consider the effects of these phase
and root-sum-square amplitude changes as being two separate components of the instantaneous
fading. Multipath or ""phase interference fading' among simultaneously occurring modes

of propagation usually determines the statistical character of short-term variability.

Over most transhorizon paths, long-term variability is dominated by '"power fading',
due to slow changes in average atmospheric refraction, in ihe intensity of refractive index
turbulence, or in the degree of atmospheric stratification. The distinction between phase
interference fading and power fading is somewhat arbitrary, but is nevertheless extremely
useful. Economic considerations, as contrasted to the requirements for spectrum conserva-
tion, indicate that radio receiving B.ystems should be designed so that the minimum practicable
transmitter power is required for satisfactory reception of wanted signals in the presence
of noise. Fading expected within an hour or other convenient ‘'short! period of time is
allowed for by comparing the median wanted signal power Wm available at the receiver with
the median wanted signal power Wor which is required for satisfactory reception in the
presence of noise. This operating sensitivity W . Assumesa specified type of fading
signal and a specified type of noise, but does not allow for other unwanted signals.

In the presence of a specified unwanted signal, but in the absence of other unwanted
signals or appreciable noise, the fidelity of information delivered to a receiver output will
increase as the ratio T, of wanted-to-unwanted signal power increases. The degree of
fidelity of the received information may be measured in various ways.  For example, voice

signals are often measured in terms of their intelligibility, television pictures by subjective



observation, and teletype signals by the percentage of corredtly interpreted received charac-
tars. A spcecified grade of scrvice provided by a given wanted signal will guarantee a
corresponding degree of fidelity of the information delivered to the receiver output. For
example, a Grade A teletype service could be defined as one providing 99.99 percent
error-free characters, while a Grade B service could be defined as one providing 99.9 per-
cent error-free characters.

The protection ratio Tor required for a given grade of service will depend upon the
nature of the wanted and unwanted signals; i.e., their degree of modulation, their location
in the spectrum relative to the principal and spurious response bands of the receiving system,
and their phase interference fading characteristics. The use of receiving systems having ;
the smallest values of Tor for the kinds of unwanted signals likely to be encountered will
permit the same portions of the spectrum to be used simultaneously by the maximum number
of users. For instance, FM with feedback achieves a reduction in Tur for a cochannel
unwanted signal by occupying a larger portion of the spectrum. But optimum use of the spec-
trum requires a careful balance between reductions in T o8 the same channcl and on
adjacent channels, taking account of other system isolation factors such as separation between
channels, geographical separation, antenna directivity, and cross-polarization. |

Note that the operating sensitivity o is a measure of the required magnitude of
the median wanted signal power but rur involves only the ratio of wanted to unwanted signal
powers. For optimum use of the spectrum by the maximum number of simultaneous users,
the transmitting and receiving systems of the individual links should be designed with the
primary objective of ensuring that the various values of T, exceed Tur for a large per-
centage of the time during the intended periods of operation. Then sufficiently high trans-
mitter powers should be used so that the median wanted signal power m ‘exceeds W
for a large percentage of the time during the intended period of reception at each receiving
location. This approach to frequency assignment problems will be unrealistic in a few cases,
such as the cleared channels required for radio astronomy, but these rare exceptions merely
serve to test the otherwise general rule [ Norton, 1950, 1962 and Norton and Fine 1949] that
optimum use of the spectrum can be achieved only when interference from other signals rather
than from noise provides the ineluctable limit to satisfactory reception.

This annex discusses the requirements for service of a given grade g, how to esti-
mate the expected time availability q of acceptable service, and, finally, how to calculate

the service probability Q for a given time availability.



V.1 Two Components of Fading
Both the wanted. and the unwanted signal power available to a receiving system will
usually vary from minute to minute in a random or unpredictable fashion. It is convenient to
divide the "instantaneous received signal power" W" = 10 log W into two or threc additive
components where wo is defined as the average power for a single cycle of the radio frequency,

2
so as to eliminate the variance of power associated with the time factor cos (wt):

W =W +Y =W (0.5+Y+Y dbw (v.1)
™ m " m T

Wm is that component of W,, which is not affected by the usually rapid phase interference fading
and is most often identified as the short-term median of the available power W" at the receiving
antenna. Wm (0. 5) is the median of all such values of Wm' and is most often identified as the

long -term median of W,,' In terms of the long-term median transmission loss Lm(O. 5) and the

total power Wt radiated from the transmitting antenna:
W (0.5)=W, - L (0.5 dbw (v.2)
m t m

The characteristics of long-term fading and phase interference fading, respectively, are de-

scribed in terms of the two fading components Y and Y" in (V.1):

Y=W -W (0.5), Y =W_-W (v.3)
m m ™ b m

The long term for which the median power, Wm (0. 5), is defined may be as short as
one hour or as long as several years but will, in general, consist of the hours within a speci-
fied period of time. For most continuously operating services it is convenient to consider
Wm (0.5) as the median power over a long period of time, including all hours of the day and
all seasons of the year. Observations of long-term variability, summarized in section 10
and in annex III, show that Wm is a very nearly normally distributed random variable
characterized by a standard deviation that may range from one decibel within an hour up
to ten decibels for periods of the order of several years. These values of standard deviation
are representative only of typical heyond-the-horizon propagation paths and vary widely for
other propagation conditions.

For periods as short as an hour, the variance of Y,, is generally greater than the
variance of Wm The long-term variability of Wm is identified in section 10 with the

variability of hourly medians, expressed in terms of Y (q):
Y =W - . 5) = . - .
(q) Ll -w (0.5 =L (0.5)-L (q) (v.4)

where Wm(q) is the hourly median signal power exceeded for a fraction q of all hours, and

Lm(q) is the corresponding transmission loss not exceeded for a fraction q of all hours.



Often, data for a path are available in terms of the long-term cumulative distribution
of instantaneous power, W ; that is, we know W (q) versus q, but not W (q) versus q. An
n w m

approximation to the cumulative distribution function Lo(q) versus q is given by
2 2, %
0. . .
L(@sL (0.5 +[Y(q)+Y"(q)] (v.5)

The plus sign in (V.5) is used for q > 50 percent, and the minus sign for q < 50 percent.



V.2 The Nakagami-Rice Distribution

For studies of the operating sensitivity w o of a receiver in the presence of a
rapidly fading wanted signal, and for studies of the median wanted signal to unwanted signal
ratio R“r(g) required for a grade g service, it is helpful to consider a particular stat-
istical model which may be used to describe phase interference fading. Minoru Nakagami
[ 1940] describes a model which depends upon the addition of a constant signal and a Rayleigh-
distributed random signal [ Rayleigh 1880; Rice, 1945; Norton, Vogler, Mansfield and Short,
1955; Beckmann, 1961a, 1964]. In this model, the root-sum-square value of the amplitudes
of the Rayleigh components is K decibels relative to the amplitude of the constant component.
K = 4+ corresponds to a constant received signal. For a Rayleigh distribution, K = -
and the probability q that the instantaneous power, W will exceed wn'(q) for a given value
of the short-.term median power, w .+ may be expressed:

wﬂ_(q) log eZ
3=exp[-————~——-“-,——-—-—-——],[}(=_oo] (V.6a)

alw_>w (q) [ w
m

m

Alternatively, the above may be expressed in the following forms:

alY, > Y (a)] = expl - v (@) log 2], [K= o]
€ (V. 6b)

Y (q) = 5.21390 + 10 log {log(1/q)} , [K==®] o
(V. 6c)

Figures V.1-V, 3 and table V.1 show how the Nakagami-Rice phase interference fading
distribution Y"(q) depends on q, K, and the average .17“ and standard deviation vy of Y'rr .
It is evident from figure V.1 that the distribution of phase interference fading depends %nly on
K. The utility of this distribution for describing phase interference fading in ionospheric propa=-
gation is discussed in CCIR report [ 1963k] and for tropospheric propagation is demonstrated in
papers by Norton, Rice and Vogler [ 1955], Janes and Wells [ 1955], and Norton, Rice, Janes
and Barsis [ 1955]. Bremmer [ 1959] and Beckmann [ 1961a] discuss a somewhat more general

fading model,

For within-the-horizon tropospheric paths, including either short point-to-point ter-
restrial paths or paths from an earth station to a satellite, K. will tend to have a large
positive value throughout the day for all seasons of the year. As the length of the terrestrial
propagation path is increased,or the elevation angle of a satellite is decreased,so that the
path has less than first Fresnel zone clearance, the expected values of K will decrease
until, for some hours of the day, K will be less than zero and the phase interference

fading for signals propagated over the path at these times will tend to be closely-represented



by a Rayleigh distribution. For most beyond-the-horizon paths K will be less than zero

most ot the time. For hnle-edge diffraction paths I is often much greater than zero. When
sranals arrive at the reveiving antenna via ducts e clevated layers, 1he volues of 1 may
increase to values much greater than zero even for transhorizon propagation paths. or a

piven beyond-the-horizon path, K will tend to be positively correlated with the median

power level Wm; i.e., large values of K are expected with large values of Wm‘ For

some within-the-horizon paths, K and Wm tend to be negatively correlated. ' i
It is assumed that a particular value of K may be associated with any time availability

q, however, few data analyses of this kind are presently available. A program of data

analysis is clearly desirable to provide empirical estimates of K versus q for particular

climates, seasons, times of day, lengths of recording, frequencies, and propagation path

characteristics. It should be noted that K versus q expresses an assumed functional

relationship.

An analysis of data for a single day's recording at 1046 MHz over a 364-kilometer
path is prescnted here to illustrate how a relationship between K and q may be established.
Figure V.4 shows for a single day the observed interdecile range Wn_(O. 1) - W"(0.9)
I_,W(OA‘)) - L"(OAI) for each five-minute period plotted against the median transmission loss
L.m for the five-minute period. Figure V.1 associates a value of K with each value of
I,"(O‘()) - L,"(U 1), and the cumulative distribution of Lm associates a time availability q
with cach value of Lm. In figure V.4, K appears Lo increcase with increasing Lm for
the hours 0000 - 1700, although the usual tendency over long periods is for K to decrease
with Lm. The straight line in the figure is drawn through medians for the periods
0000 - 1700 and 1700 . 2400 hours, with linear scales for K and Lm' as shown by the
inset for figure V.4. The corresponding curve of K versus q 1is compared with the data
in the main figure.

Figure V.5 shows for f =2 GHz and 30-meter antenna heights over a smooth earth
a possible estimate of K versus distance and time availability. These crude and quite
speculative estimates are given here only to providc the example in the lower part of
figure V.5 which shows how such information with (V. 6) may be used to obtain curves of
L _(q) versus q. The solid curves in the lower part of figure V.5 show how L. (q)
varies with distance for q = 0.0001, 0,01, 0.5, 0.99 and 0.9999, where L. is the

transmission loss assoclated with the instantaneous power, W_,
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Table V.1

Characteristics of the Nakagami-Rice

Phase Interference Fading Distribution Y_{q)

Y > Y"(q) with Probability q; YW(O. 5) =0

Yn(o. 1) -
X Y Svn | %(0.005 Yn(0.01) Y (6.02) Yﬂ(0.0S) Y“(O.l) Y“_(O.‘?) y;(o.95) Yﬂ(o,gs) Yﬂ(O. 99) Y“{0.995) Y_(0.9)
db db | db db db db db db db db db db ds db
404 -0.0002{ 0.0611 0,1568 | 0.1417 | 0,1252| 0,1004} 0.0784 | -0.0790 | - 0.1016 |- 0.1270 [ - 0.1440 | - 0.15%4 0.1574
35 -0.0007{ 0.109 ! 0.2768 | 0.2504 | 0.2214| 0.1778 § 0.1352 | -0.1411| - ©.1815 | - 0.2272 | - 0.2579 | - €.286%; 0,2763
30| -0.0022§ 0.194 { 0,4862 | 0.4403 | 0.3898| 0.3136; 0.2453 | -0.2525| - 0.3254 | - 0.4082 | - 0.4638 | - 0.5151] 0.4978
251 -0.006910.346 | 0.8460 | 0.7676 [ 0.6811| 0,5496 | 0.4312 | -0.4538 | - 0.5868 | - 0.7391 | - 0.8421 | - G.9374] 0.8850
20! -0,0217| 0.616 | 1,4486 | 1.3184 | 1,1738| 0.9524} 0.7508 | -0.8218 | - 1.0696 | - 1.3572 [ - 1.5544 | - 1.738¥ 1.5726
18 | -0.0343 | 0.776 | 1,7840 | 1.6264 | 1.4508| 1.1846 | 0.9332 | -1.0453 | - 1.3660 | - 1.7416 | - 2.0014 | - 2.2461} 1.9785
16 | -0.0543 ] 0.980 ] 2,1856 | 1.9963 | 1,7847| 1.4573§ 1.1558 | -1.3326 | - 1.7506 | - 2.2463 [ - 2.5931 | - 2.9231; 2.4884
14} -0.0859  1.238 | 2,6605 | 2.4355| 2,1829 | 1.7896 f 1.4247 | -1.7028 | - 2.2526 | - 2.9156 | - 3.3872 | - 3.8422| 3.1275
12§ -0.136 | 1.569 | 3,2136 | 2.9491 | 2,6507| 2.1831) 1.7455| -2.1808 | - 2.9119 | - 3.8143 | - 4.4715 - 5.1188( 3.9263
10} -0.214 | 1.999 | 3,8453 | 3.5384| 3.1902 | 2.6408 ] 2.1218 | -2.7975| - 3.7820 | - 5.0372 | - 5.9833 [ - 6,9452 4.9193
81 -0.334 | 2,565 4,5493 | 4.1980 3,7975 | 3.1602 | 2.5528| -3.5861 | - 4,9287 | - 6.7171 | - 8.1418 | - 9,6386; 6.1389
6] -0.507 13,279 5,3093 | 4.9132 | 4.4591 | 3.7313 | 3.0307| -4.5714| - 6.4059 | - 8.9732 | -11.0972 | -13, 4194} 7.6021
4} -0.706 | 4.036| 6,0955 | 5.6559 | 5,1494 | 4.3315} 3.5366 | -5.7101 | - 8,1216 | -11.5185 | -14.2546 | -17.1017¢ 9.2467
2 -0.866 !4.6671 6,8613 | 6.3811 | 5,8252 | 4.9219 ! 4.0366 | -6.7874| - 9.6278 | -13.4690 | -16.4258 | -19,4073;10.8240
0| -0.941 |5.0941 7,5411 | 7.0246 | ¢,4248 | 5.4449 | 4.4782 | -7.5267 | -10.5553 | -14.5401 | -17.5512 | -20.5618§12.0049
-21-0.953 |5.340 ] g,0697 | 7.5228 | ¢.8861 | 5.8423 | 4.8088 | -8.0074 | -11.0005 | -15.0271 | -18.0527 | -21,0706{12.8162
-4} -0,942 5.465 | 8,4231 | 7.8525| 7.1873 | 6.0956 | 5.0137 | -8.0732 | -11.1876 | -15.2273 | -18.2573 | -21.2774/13.0869
-6}-0.929 ;5,525 8,6309 | 8.0435| 7.3588 | 6.2354 | 5.1233 | -8.1386 | -11.2606 | -15.3046 | -18.3361 | -21,3565{13,2619
-8-0.922 |5.551f 8,7394 | 8.1417 | 7.4451 | 6.3034 | 5.1749 | -8.1646 | -11.2893 | -15.3349 | -18.3669 | -21,3880113.3395
-101 -0.918 [5,562 1 g,7918 | 8.1881 | 7,4857 | 6.3341 | 5.1976 | -8.1753 | _11.3005 | -15.3466 | -18.3788 | -21.4000{13.3729
-12'+ -0.916 | 5.567) g8.8155 | 8.2090 | 7.5031 | 6.3474 ! 5.2071 | -8.1792 | -11.3048 | -15.3512 | -18.3834 | -21,4046;13.3863
-4 -0.916 |5.569 ! 8,8258 | 8.2179 | 7.5106 | 6.3531 | 5.2112 | -8.1804 | -11.3065 | -15.3529 | -18.3852  -21.4064|13.3916
-16 { -0.915 5.570 | 8.8301 8.2216 | 7,5136 ) 6.3552 | 5.2128 | -8.1811 | -11.3072 | -15.3537 | -18.3860 | -21,4072|13.3929
-18 -0.915 |5.570 | g,8319 | 8.2232 | 7,5149 [ 6.3561 | 5.2135( -8.1813 | _11.3075 | -15.3540 | -18.3863 | -21,4075[13.3948
<0} -0.915 |5,570 [ g8,8326 | 8.2238 | 7.5154 | 6.3565 5.2137 | -8.1814-| _-11.3076 | -15.3541 | -18.3864 | -21.4076113.3951
-© §-0.915 |5.570 | g,8331 | 8.2242| 7,5158 | 6,3567 ] 5.2139| -8.1815 | -11.3077 | -15.3542 | -18.3865| -21.4077/13.3954
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V.3 Noise-Limited Service

A detailed discussionh of the effective noise bandwidth, the operating noise factor, and
the operating sensitivity of a receiving system is presented in a recent report, '"Optimum Use
of the Radio Frequency Spectrum, " prepared under Resolution 1 of the CCIR | Geneva, 1963c].

The median value of the total noise power W o watts in a bandwidth b cycles
per second at the output load of the linear portion of a receiving system includes external
noise accepted by the antenna as well as noise generated within the receiving system, includ-
ing both principal and spurious responses of the antenna and transmission line as well as the
receiver itself, This total noise power delivered to the pre-detection receivér output may be
referred to the terminals of an equivalent loss-free antenna (as if there were only external
noise sources) by dividing won by By? the maximum value of the operating gain of the pre-
detection receiving system,

The operating noise factor of the pre-detection receiving system, fop, may be ex-
pressed as the ratio of the.'"equivalent available noise power" wmn/g0 to the Johnson noise
power kTob that would be available in the band b from a resistance at a reference absolute
temperature To = 288,37 degrees Kelvin, where k= 1,38054% 10 -23 joules per degree is

Boltzmann's constant:

wmn/go
fop® ®T.B (V.7

or in decibels:

Fop =(W_ .-G - (B-204) db . (v.8)

The constant 204 in (V.8) is =10 log (k To) .

Note that the available power from the antenna as defined in annex II has the desired
property of being independent of the receiver input load impedance, making this concept
especially useful for the definition and measurement of the operating noise factor iop as
defined under CCIR Resolution 1 [Geneva. 1963c].

At frequencies above 100 MHz, where receiver noise rather than external noise
usually limits reception, fop is essentially independent of external noise. In gencral, fop
is proportional to the total noise W on delivered to the pre-detection receiver output and so
measures the degree to which the entire system, including the antenna, is able to discriminate

against both external noise and receiver noise.



Let Wm represent the median available wanted signal power associated with phase
interference fading at the terminals of an equivalent logs-free receiving antenna, and let
the ''operating threshold" er(g) represent the minimum value of Wm which will provide
a grade g service in the presence of noige alone. The operating threshold er assumes
a specified type of wanted signal and a specified type of noise, but does not allow for other
unwanted signals. Compared to the total range of their long-term variability, it is assumed
that Wm and er(g) are hourly median values; i.e., that long-term power fading is negligible
over such a short period of time. Let Gms represent the hourly median operating signal
gain of a pre-detection receiving system, expressed in db so that Wm + Gm very closely
approximates the hourly median value of that component of available wanted signal power
delivered to the pre-detection receiver output and associated with phase interference fading.
The median wanted signal to median noise ratio available at the pre-de‘téction receiver

output is then

R =[w +G ]-w db (v.9a)
m m ms mn

and the minimum value of Rm which will provide a desired grade of service in the presence

of noise alone is

R _(g)= [er(g) +G J-w_ db. (V.9b)



V.4 Interference-Limited Service

Separation of the total fading into a phase interference component Yn and the
more slowly varying component Y as described in Section V.1 appears to be desirable
for several reasons: (1) variations of Yn associated with phasc¢ interference may be
expected to occur completely independently for the wanted and unwanted signals, and
this facilitates making a more precise determination of the required wanted-to-unwanted
signal ratio, Rur(g), (2) the randor‘q variable Yn follows the Nakagami-Rice distri-
bution, as illustrated on figure V.1, while variations with time of Y are approximately
normally distributed, (3) the variations with time of the median wanted and unwanted
signal powers Wm and wum tend to be correlated for most wanted and unwanted
propagation paths, and an accurate allowance for this correlation is facilitated by
separating the instantaneous fading into the two additive components Y and Yn and
(4) most of the contribution to the variance of Wm with time occurs at low fluctuation
frequencies ranging from one cycle per year to about one cycle per hour, whereas most
of the contribution to the variance of Yn occurs at higher fluctuation frequencies,
greater than one cycle per hour. Only the short-term variations of the wanted signal
power w_ and the unwanted signal power W associated with phase interference

fading are used in determining r the ratio of the median wanted signal power

ur(g):
w to the median unwanted signal power W om required to provide a specified grade
of service g. Let Run denote the ratio between the instantaneous wanted signal

power W + Y_ and the instantaneous unwanted signal power W + Y _.
m n um utm

Ruﬂ = Wm + YT! - wum - Yun = Ru + Z" (v.10)
where

Zn = Yﬁ- Yunand Ru= v - W . (V.11)

Note that the cumulative distribution function y (q, K) for Y will usually be different from
m n
the cumulative distribution function Yn(q, Ku) for YuTT since the wanted signal propagation
path will differ from the propagation path for the unwanted signal. Let Z'n > %(q, K,K)
u

with probability a; then the approximate cumulative distribution function of Zi is given by:

. 2 2
Zp(a K K )=+ JYH (9, K) + Y _(l-q, K)) (v.12)

In the above, the plus sign is to be used when q < 0.5 and the minus sign when q > 0. 5; note
that -ZTTa (1-q, K, Ku) = Zna(q, K, Ku) . This method of approximation is suggcsted by two ob-
servations; (1) service may be limited for a fraction q of a short period of time either by

downfades of the wanted signal corresponding to a level exceeded with a probability q or by



uptades of an unwanted signal corresponding to a level excecded with a probability 1-q, and

(2) the standard deviation of the difference of two uncorrelated random variables Yn and Y“

iy
cquals the square root of the sum of their variances, and under fairly general conditions Zt (q)
is very nearly equal to Yﬁ(q) + Yin (1 - q). Equation (V. 11) is based on the reasonable as-

sumption that Yo and Yurr are independent random variables and, for this case, (V.11)
would be exact if Y, and Yu" were normally distributed. The departure from normality of
the distribution of Y., ia greatest in the limiting case of a Rayleigh distribution, and for this

special case, the following exact expression is available [ Siddiqui, 1962]:
1
Z = - V.13
(9 = <) = 10 log (q 1) ( )

Table V.2 compares the above exact expression Zﬂ(q, o, o) with the approximate expres.
sion Z_ (q, @, @). Note that the two expressions differ by less than 0.2 dB for any value of
q «and, since this difference may be expected to be even smaller for finite values of K, it
appears that (V.12) should be a satisfactory approximation for most applications and for

+

any values of K and q.

Table V.2

The Cumulative Distribution Function Zﬁ(q. ©, ®) for
the Special Case of the Ratio of Two Rayleigh-Distributed Variables

E 20 0, =) Zndv =) 20 -2,
db db db

0.0001 39.99957 40.0178 «0.01823
0.0002 36.98883 37.0362 -0.04737
0.0005 33.00813 33.0757 -0.06757
0.001 29.99566 30. 1099 -0.11424
0.002 26.98101 27.1216 -0. 14059
0.005 22.98853 23.1584 «0.16987
0.01 19.95635 20. 1420 «-0. 18565
0.02 16.90196 17.0949 -0. 19294
0.05 12.78754 12.9719 -0. 18436
0.1 9.54243 9.7016 =0, 15917
0.2 6.02060 6.1331 -0.11250
0.5 0 0 0




Let Ruro‘g) denote the required value of Ru for non-fading wanted and unwanted
signals and it follows from (V.10) that the instantaneous ratio for fading signals will exceed

Ruro(g) with a probability at least equal to q provided that:

R >R (g0 KK)=R _(g)-2(qKK) (v.14)

uro
The use of (V.14) to determine an allowance for phase interference fading will almost
always provide a larger allowance than will actually be necessary since (V.14) was derived
on the assumption that Ruro(g) is constant. For most services, R“ro(g) will not have a
fixed value for non-fading signals but will instead have either a probability distribution or a
gradé of service distribution; in such cases Rur (g) should be determined for a given q
by a convolution of the distributions of Ruro(g) and - Zn' In still other cases the mean
duration of the fading below the level Z ﬁ(q. K, Ku) will be comparable to the mean duration
of the individual message elements and a different allowance should then be mtade. In some
cases it may be practical to determine Rur as a function of g, q, K, and Ku in the
laboratory by génerating wanted and unwanted 8ignals that vary with time the same as Yﬂ
and Yuf? This latter procedure will be successful only to the extent that the fading signal
generators properly simulate natural phase interference fading both as regards their ampli.
tude distributions and their fading duration distributions. As this agnax is intended
to deal only with general definitions and procedures, functions applicable to particular kinds
of wanted and unwanted signals which include an appropriate phase interference
fading allowance are not developed here.

The ratio Ru defined as an hourly median value equal to the difference between

W (0.5 +Y and W__ (0.5) + Y will also vary with time:
m um u

Ry W =W = W (0.5 -W (0.5 +2 (V.15)

ZmY-Y o (V. 16)

The random variables Y and Yu tend to be approximately normally distributed with a

positive correlation coefficient p wWwhich will vary considerably with the propagation paths



and the particular time block involved. For the usual period of all hours of the

day for several years preliminary analyses of data indicate that p will usually exceed 0.4
even for propagation paths in opposite directionsl from the receiving point. Z will exceed a
value Za(q) for a fraction of time q where the approximate cumulative distribution func-

tion Za(q) of Z is given by

} = f..‘l:""(quyf {1-a)+2pYla} ¥ (1~ q) (V.17)

where the plus sign is to be used for q < 0.5 and the minus sign for q >0,5 while
Za( 0.5) = 0. It follows from {V.15) and (V.17) that Ru will exceed Rur(g) for at least

a fraction of time q provided that

W_(0.5)-W_ (0.5)>R (g)=-2(q) - (v.18)

In some cases it may be considered impractical to determine the function Rur(g)
by adding an appropriate phase interference fading allowance to Ruro(g); in such cases it
may be useful to use the following approximate relation which will ensure that the instantan-

> Ruro(g) for at least a fraction of time q

eous ratio R
‘ un

2
W_(0.5) =W _(0.5) >R (g) iJZ:’(q) +2.(q K K) » (v.19)

In the above, the minus sign is to be used for q < 0.5 and the plus sign for q > 0.5,
Although (V.19), or .its equivalent, has often Q!}i\i‘een used in past allocation studies, this usage
is deprecated since it does not provide a solu:ion which is as well adapted to the actual nature
of the problem as the separation of the fading into its two components Yﬂ and Y and the
separate use of (V.14) and (V.18). Note that (V.19) provides a fading allowance which is
too small compared with that estimated using (V.14) and (V.18) separately. The latter
formulas are recommended. They make more appropriate allowance for the fact that
communications at particular times of the day or for particular seasons of the year are

especially difficult.




V.5 The Joint Effect of Several Sources of Interference Present Simultaneously

The effects of interference from unwanted signals and from noise have so far been
considered in this report as though each affected the fidelity of reception of the wanted signal
independently. Let w_ (g) and r _ (g)w denote power levels which the wanted median

mr ur um
signal power w_ must exceed in order to achieve a specified grade of service when each
m

source of interference is present alone. To the extent that the various sources of
interference have a character approximating that of white noise, this same grade of service

may be expected from a wanted signal with median level

Win =wmr{81 + Z rur{g) W

when these sources are present simultaneously,
An approximate method has been developed [Norton, Staras, and Blum, 1952 ] for

determining for a broadcasting service the distribution with time and receiving location of the

ratio

wm/[wmr(g) + Z rur(g)wum]
Although this approach to the problem of adding the effects of interference will probably
always provide a good upper bound to the interference, this assumption that the interference
power is additive is often not strictly valid. For example, when intelligible cross~talk from
another channel is present in the receiver output circuit, the addition of some white noise
will actually reduce the nuisance value of this cross-talk.

Frequently, however, both wmr(g) and Wim will be found to vary more or less
independently over wide ranges with time and a good approximation to the percentage of time
that objectionable interference is present at a particular receiving location may then be
obtained [Bara;is, et al, 1961 ] by adding the percentage of time that W is less than
wmr(g) to the percentages of time that w_ is less than each of the values of rm_(g)wum
When this total time of interference is small, say less than 10%, this will represent a
satisfactory estimate of the joint influence of several sources of interference which are
present simultaneously. Thus, when the fading ranges of the various sources of interference
are sufficiently large so that this latter method of analysis is applicable, the various values
of wmr(g) and of rur(g)wum will have comparable magnitudes for negligible percentages
of the time so that one may, in effect, assume that the various sources of interference occur
essentially independently in time.

Minimum acceptable wanted-to~-unwanted signal ratios T may sometimes be a
function of T the available wanted signal-to-noise ratio. When rur is within 3 db of
T an unwanted signal may be treated the same as external noise, and, in a similar fashion,

long-term distributions of available wanted-to-unwanted signal ratios may be determined for

each class of unwanted signals for which Tor is nearly the same.

*



V.6 The System Equation for Noise-Limited Scrvice
Essential clements of a noise-limited communication circuit are sunmmarized in the
following system equation, The transmitter output Wudbw which will provide Wt
dbw of total radiated power in the presence of transmission line and matching network losacs
L, db, and which will provide a median delivered signal at the pre-detection receiver output

it
which is Rm db above the median noise power wmn delivered to the pre-detection receiver

output is given by

W, = L +L +R_+(W -G ) dbw (V.20
At 1t m m mn ms

in the presence of a median transmission loss Lm and a median operating receiving system
signal gain Gms . The operating signal gain ig the ratio of the power delivered to the pre-
detection receiver output to the power available at the terminals of an equivalent loss-free
antenna. Let Go be the maximum of all values of operating signal gain in the receiver pass
band, and Gms the median value for all signal frequencies in the pass band. (wmn - Gms)

in (V. 20) is the equivalent median noise power at the antenna terminals, as defined in section V. 3,
It is appropriate to express the system equation (V.20) in terms of the operating

noise factor F defined by (V.8), rather than in terms of W or (W -G ) in
op mn mn ms

order to separate studies of receiving system characteristics from studies of propagation.
For this reason all predicted power levels are referred to the terminals of an equivalent

o
B =101log b are separated from transmission loss and available power in the formulas.

loss-free antenna, and receiving system characteristics such as Fop' G, Gms' and

Rearranging terms of (V.8), the q§hivalent median noise power (Wmn- Gme) delivered
to the antenna terminals may be expressed as

Wi = G = Fop + (G Gy ) + (B - 204) (v.21)

, and B

where Go and Gms are usually nearly equal. Assuming that L“:, Go' Gma

are constant, it is convenient to combine these parameters into an arbitrary constant Ko :

K =L,.+GC -G +B - 204 dbw (V. 22)
[+ it [ ma

and rewrite the system equation as:

Wy SK #L 4R 4T dbw (v.23)

In general, if unwanted signals other than noise may be disregarded, service exists
whenever Rm( q) exceeds Rmr(g)' where Rm(q) is the value of Rm exceeded a fraction ¢

of all hours, With G and W assumed constant, so that
ms mn

R (o) =W (@) +GC _-w__ (V. 24)



gervice cxisty whenever wm(q) exceeds er, or wherever Lm(q) is less than the max-
freivrn allowabls trannrmission loss Lm(u) . An equivalent statermnent may be made in terms
of the system cquation., The transmitter power W“(q) which will provide for a fraction q

of all hours at least the grade g service defined by the required signal-to-noise ratio

Rmr(g) is

Wyda) =K +L (@) +F_+ R (g) (V.25)

where Lm(q) is the hourly median transmission loss not exceeded for a fraction q of all

hours.
For a fixed transmitter power Wo dbw, the signal-to-noise ratio exceeded q percent

of all hours is

Rofa)= W K -F -L (q) db (V. 26)

for a ¥median" propagation path for which the service probability, Q,is by definition equal to 0. 5.

The maximum allowable transmission loss

Loaolg)= W, =K - F  -R (8 (v.27
is set equal to the loss Lm(q. Q) exceeded during a fraction (1l - q) of all hours with a probability
Q. This value is fixed when Po. Ko' and Rmr(g) have been determined, and for each
time availability q there is a corresponding service probability, Q(q). Section V.9 will
explain how to calculate Q(q).

When external noise is both variable and not negligible, the long-term variability of

Fo must be considered, and the following relationships may be used to satisfy the condition

Ro{) >R (g) (v.28)
Rm(q) & Rm( 0.5)+ Ym(q) _ (v.29)
Rm(O.S) awo-xo-Fop(o.S)-Lm(o.s) (V. 30)
Yzi ﬂYZ( -i-"x‘2 1 2 Y{g} ¥ (I
m@ = Yy +Y (1-q)-2p Yig}¥Y (I-aq) (v.31)
¥(q) =L (0.5 - L _(q) Yp@ =F (q) - F (0.5) (v.32)
where Pin is the long-term correlation between wm and Fop' Though Pen could

theoretically have any value between -1 and 1, it is usually zero.



V.7 The Time Availability of Interference-Limited Service

Let denote the long-term correlation between Wm and Wum. the power ex-

P

tu
pected to be available at lcast q percent ofall hours at the terminals of an cquivalent lossa-
{rce receiving antenna from wanted and unwanted stations radiating wy and W watts,

respectively :

V!'m‘q:i =W'D - Lm{q] dhw , Wum(q:l —_Wu - Lum{q'l dbw (Va 33)

wo = 10 log W dbw , wu = 10 log W, dbw (V.34)

The criterion for service of at least grade g in the presence of a single unwanted signal and

in the absence of other unwanted signals or appreciable noise is

R@)>R (e q) (v.35)
where
R (@) =R (0.5) + Y (q) (V. 36)
R, (0.5)= w_(0.5) - Wm0 5) (V.37)
v ¥ v (1 2p, Y(@) Y (1 (V. 38)
pl@)=® Y@)+Y (1-9)-2p Y(@Y (1-aq .

Yla) =W q)-w  {0.5) L (0.5 -0L [(q) (V.39

It Wm, wum' and Fop were exactly'z.;;&i'mally distributed, (V.31) and (V.38) would be

exact; they represent excellent approximations in practice.




V.8 The Estimation of Prediction Errors

Consider the calculation of the power Wm(q) available at the terminals of an equiva-
lent loss-free receiving antenna during a fraction g of all hours. Wm(q) refers to hourly median
values expressed in dbw, For a specific propagation path it is calculated in accordance with
the methods given in sections 2-10 using a given set of path parameters (d,{, 0, hte' etc.), De-
note by Wmo(q) observations made over a large number of randomly different propagation paths,
which,however,can all be characterized by the same set of prediction parameters. Values of
Wmo(q) will be very nearly gormally distributed with a mean (and median) equal to Wrn (q),
and a variance denoted by T (q). This path-to-path variability is illustrated in Fig.V.6 for
a hypothetical situation which assumes a random distribution of all parameters which are not
taken into account in the prediction method.

The variance aj of deviations of observation from prediction depends on available
data and the prediction method itself, The most sophisticated of the methods given in this re-
port for predicting transmission loss as a function of carrier frequency, climate, time block,
antenna gains, and path geometry have been adjusted to show no bias, on the average, for the
data discussed in section 10 and in annex I.

Most of these data are concentrated in the 40-1000 MHz frequency range, and were
obtained primarily for transhorizon paths in climates 1, 2, and 3, Normally, one antenna was

on the order of 10 meters above ground and the other one was higher, near 200 meters, Even

the low receiving antennas were located on high ground or in clear areas well removed from

hills and terrain clutter, Few of the data were obtained with narrow-beam antennas. An at-
tempt has been made to estimate cumulative distributions of hourly transmission loss medians
for accurately specified time blocka‘, including estimates of year-to-year variability.

A prediction for somie situation that is adequately characterized by the prediction
paramecters chosen here requires only interpolation between values of these parameters for
which data are available. Ix: such a case, o'c(q) represents the standard error of prediction,
The mean square error of prediction, referred to a situation for which data are not available, is
ci (q) plus the square of the bias of the prediction method relative to the new situation.

Based on an analysis of presently available transhorizon transmission loss data, the

. 2 . .
variance o (q) is estimated as
2 2 2
uc(q) =12,73+0.12Y (g9 db (V. 40)

2
where Y (q) is defined in section 10, Since Y (0. 5)= 0, the variance oc(o. 5) of the difference
between observed and predicted long-term medians is 12,73 db , with a corrzsponding stand-

ard deviation v, (0.5) = 3.57 db.



It is occasionally very difficult to estimate the prediction error q-c(q) and the
service probability Q. Where only a small amount of data is available there is no adequate
way of estimating the bias of a prediction. One may, however, assign weights to the curves

of V(0.5, de) in figure 10.13 for climates 1-7 based on the amount of supporting data avail.

able:

Climate Number Weight
300
120

60

2
(deleted)

5

5

5 O ;M W N

As an example, for de = 600 km, the average V(0.5, de) weighted in accordance wizth the above
is 0.1 db, and the corresponding climate-to-climate variance of V(0.5) is 3.1db . Ifa
random sampling of these climates is desired the predicted median value L(0. 5).1 is Lcr -
V(0.5) = Lcr - 0.1db, witha stax\xdard error of prediction equal to (12.7 + 3.1)% = 4 db,
where 12.7 db~ is the variance of V(0.5) within any given climate.

If there is doubt as to which of two particular climates i and j should be chosen, the

best prediction of L;b(Q) might depend on the average of Vi(O. 5,d,) and Vj(O. 5,d,) and the

root-mean square of Yi(q'de) and Yj(q.de)x
I(q) = Lcr - 0. S{Vi(O. 5, de) + VJ.(O. 5, de)] - Yij(q' de) db, (V.41)
Y. .( (1)“05YZ d +05Y2(d
i de) =03 Yjlad) + 0.5 ¥5(a, d ) | db (V. 42)

The bias of this prediction may be as large as [ 0.5 Vi(O. 5, de) - Vj(O. 5, de)] db. The
root-mean square prediction error may therefore be estimated as the square root of the sum of

2
the variance, o-c(O. 5) and the square of the bias, or

2
12.73 +0.12 Y (q,d ) + 0.2 .5d) - .5,
{ 2 Y{a,d) s[viw 5d) - V(0.5 de]} db.

LU

According to figure 10.13, V(0.5, de) is expected to be the same for climates 1 and 8,
This conclusion and the estimate for Y(q, de) shown in figure III. 29 for climate 8 are based
solely on meteorological data. In order to obtain these estimates, the percentages of time for
which surface-based ducts existed in the two regions were matched with the same value of
Y(q,de) for both climates. In this way, Ys(q. de) was derived from Yl(q. de) by relating qs

to q, for a given Y instead of relating YS to Yl for a given q.
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V.9 The Calculation of Service Probability Q for a Given Time Availability q

For noise-limited service of at least grade g and time availability q, the ser-
vice probability Q is the probability that

L oof8 - L («)>0
if external noise is negligible. Lmo(g) is defined by (V.27).

limited by variable external noise is

(v.43)

The criterion for service

R - R >0 (f tion V, 28
m(Q) mr(g) (from equation )e
For service limited only by interference from a single unwanted signal,

Ru(q) - Rur(g.. q) > 0 (from equation V,.35).

Combining (V.22) and (V.27), (V.43) may be rewritten as

W, - L, -G +G_ ~B+ 204 - I-‘Op -R_{g)~L (>0 (V. 44)

where the terms are defined in (V. 8) and section V.6, Assuming that the error of estimation

. s : 2
of these terms from system to system is negligible except for the path-to-path variance o*c(q)

of L (q) it is convenient to represent the service prohability Q as a function of the standard
m
normal deviate =z
m

Lns Lp,t@)
zmo = -———-————-——o’c(q) (V. 45)

which has a mean of zero and a variance of unity. L is identified as the transmission

loss exceeded a fraction (1-q) of the time with a probability Q, which is expressed in terms
of the error function as

Q(zmo) =1 +3 erf(zmo/n) .

(V. 46)
Figure V.7 is a graph of Q versus LN
For the method described here, the condition
12 -
0.12 Y(q) 2 (Q) < - (q) (V. 47)

is sufficient to insure that the service probability Q increases as the time availability q
is decreased. A less restrictive condition is

2
Y(q) [L_ - L_(0.5] < 106 db (V. 48)
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An example is shown in figure V.8, with q versus Q for radiated powers Wo = 30 dbw

and W _ =40 dbw, and L (q,Q) = W _+ 140 db. Here,
o m o

L (q)-uo’i
q=0.5+0,5erf |[————j, (V. 49)
RN

corresponding to a normal distribution with a mean Lm(O. 5) = 140 db and a standard deviation
Y(0.158) = 10 db, [Note that Lm(q) versus q as estimated by the methods of section 10 is
usually not normally distributed].

To obtain the time availability versus service probability curves on figure V.8, Lm(q)
was obtained from q, Y(q) from (V. 4), tri(q) from (V. 40), Z o from (V.45), and Q from
figure V. 7. This same method of calculation may be used when there are additional sources of
prediction error by adding variances to oi(q) . Examining possible trade-offs between time
availability and service probability shown in figure V.8, note the increase from q = 0,965 to
q=10.993 for Q=0,95 or theincrease from Q =0.78 to Q=0,97 for q= 0,99, as the
radiated power is increased from one to ten kilowatts.

For the case of service limited by external noise (V.28) to (V. 30) may be rewritten as
W0 - Ko - FOP(O. 5) - Lm(O. 5 + Ym(q) - Rmr(g) >0 - (V. 50)

One may ignore any error of estimation of Wo' Ko, and Rh]r(g) as negligible and assume no
path-to-path correlation between F_(0.5) and L_(0.5). The variance crz (g) of F_ (0.5) +
op m op op
Lm(O. 5) - Ym(q) in (V. 50) may then be written as a sum of component variances o'F and
20q) -
ola):

2 2 2 2
Topld T Tp 12734012 Y (q) db (V.51)

2 .
Very little is known about values for the variance UF of Fop(O. 5), but is is probably on the
2
order of 20 db .
The corresponding standard normal deviate zop is:
R_(a) - R_ (g)

z =2 M7 . (V.52)

op
Uop(q)
and the service probability Q(q) is given by (V. 46) with LN replaced by zop' The restric-

tion (V. 47) still holds with z and ¢ replaced by 2z and ¢ . A less restriction con-
mo c op op

dition equivalent to (V. 48) can be stated only if a specific value of = is assumed.




For the case of service limited only by interference from a single unwanted radio

signal (V.35) to (V. 39) may be rewritten as
L (0.5 =L (0.5 +Y_(q) -R (gq) >0" (V.53)

Let Pru denote the normalized correlation or covariance between path-to-path variations of
2
(0. 5) and W (0. 5) . Then assuming a variance of 25. 5(1 - ) +0.12Y (q) de for
R (q) , given by the fn'st three terms of (V. 53) and a variance Uur for the esumate of R (g q),

the total variance ° (q) of any estimate of the service criterion given by (V. 53) may be wr1tten

as
2. ' 2 2
U 25.5(1-p } +0.12 Yol + 0 (V.54)

where Y;(q) is given by (V. 38). The corresponding standard normal deviate z c is:
u

R (@) - R (&9

z = (V.55)
uc cuc(q)

and the service probability Q(q) is given by (V.46) with z o replaced by z,. - The variance
2
Uur may range from 10 dbZ to very much higher values. The restrictions (V.47) and (V. 48)
. . 1 . '
apply with zZ_ o and T, replaced by z . and e and with 106 db in (V.48) replaced by

(212 + o %) db2,
ur
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V.10 Optimum Use of the Radio Brequency Spectrinm

The business of the telecommunications enginacr is to develop clficient radio systems,
and the principal tool for improving efficiency is to adjust the various parametors to theiv
optimwumn values, For example, it is usually more cconomical to use lower effective radiated
powers from the transmitting systems by reducing the operating sensitivities of the re-
ceiving systems, Receiving 8ystem sensitivities can be reduced by (a) reducing the level of
internally generated noise, (b) using antenna directivity to reduce the effects of external noise,
(c¢) reducing man-made noise levels by using suppressors on noise generators such as ig-
nition systems, relays, power transmission systems, etc., and (d) using space or time di-
versity and coding. The use of more specfrum in a wide band FM system or in a frequency
diversity system can also reduce the receiving system operating sensitivity as well as re-

duce the acceptance ratios against unwanted signals other than noise.
Unfortunately, unlike other natural resources such as land, minerals, oil, and

water, there is currently no valid method for placing a monetary value on each hertz of the
radio spectrum. Thus, in the absence of a common unit of exchange, these tradeoffs are
often made unrealistically at the present time. It is now generally recognized that the use of
large capacity computers is essential for optimizing the assignment of frequencies to various
classes of service including the development of optimum channelization schemes. Typical

inputs to such computers are:

1. Nominal frequency assignments.
2. Transmitting system locations, including the antenna heights.
3. Transmitting system signatures; i.e., the radiated emission spectrum charac-

teristics including any spurious emission spectrums.
Transmitting antenna characteristics.
Receiving system locations, including the antenna heights.

Spurious emission spectrums of the receiving systems.

N O U

Operating sensitivities of the receiving systems in their actual environments
which thus make appropriate allowance for the effects of both man-made and
natural noise.

8. Required values of wanted-to-unwanted phase interference median signal powers
for all unwanted signals which could potentially cause harmful interference to
the wanted signal; these acceptance ratios include appropriate allowances for

reductions in the effects of fading achieved by the use of diversity reception and

coding.



9. Long-term median reference values of basic transmission loss and, path antenna
gain for the wanted path and all of the unwanted signal propagation paths; these
path antenna gains include allowances for antenna orientation, polarization, and
multipath phase mismatch coupling losses.

10. Distributions with time of the transmission loss for the wanted signal path and
all of the unwanted signal paths.

1l. Correlations between the transmission losses on the wanted and on each of the

unwanted propagation paths.

b
8]

Transmission line and antenna circuit losses.

13. The spurious emission spectrum of any unwanted signals arising from unli-
censed sources such as diathermy machines, electronic heaters, welders,
garage door openers, etc.

14, Assigned hours of operation of each wanted and each unwanted emission.

The output of the computer indicates simply the identity and nature of the cases of harmful
interference encountered. Harmful interference is defined as a failure to achieve the speci-
fied grade of service for more than the required fraction of time during the assigned hours
of operation. Changing some of the inputs to the computer, an iterative process can be
defined which may lead to an assignment plan with no cases of harmful interference.

It is assumed that a given band of radio frequencies has been assigned to the kind of
radio scrvice under considcration and that the nature of the services occupying the adjacent
frequency bands is also known, Furthermore, it is assumed that the geographical locations
of cach of the transmitting and receiving antennas are specified in advance, together with the
relative values of the radiated powers from ecach transmitting antenna and the widths and
spacings of the radio frequency channels. In the case of a broadcasting service the speci-
fication of the intended receiving locations can be in terms of proposed service areas. With
this information given, use may be made of the following procedures in order to achieve
optimum use of the spectrum by this particular service:

(a) The system loss for each of the wanted signal propagation paths should be mini-

mized and for each of the unwanted signal propagation paths should be maximized;

this may be accomplished by maximizing the path antenna power gains for each of the
wanted signal propagation paths, minimizing the path antenna gains for each of the
unwanted propagation paths, and in exceptional cases, by appropriate antenna siting.

The path antenna gains for the unwanted signal propagation paths may be minimized



by the use of high-gain transmitting and receiving antennas with optimum side lobe
suppression and front-to-back ratios and, in some cases, by the use of alternate

polarizations for geographically adjacent stations or by appropriate shielding.

(b) The required protection ratios rur(g) should be minimized by (1) appropriate
radio system design, (2) the use of stable transmitting and receiving oscillators,

(3) the use of linear transmitting and receiving equipment, (4) the use of wanted

and unwanted signal propagation paths having the minimum practicable phase inter-
ference fading ranges; from band 6 to band 9 (0.3 to 3000 MHz), minimum phase in-
terference fading may be achieved by the use of the maximum practicable transmitting
and receiving antenna heights, and (5) the use of space diversity, time diversity, and
coding.

(c) Wanted signal propagation paths should be employed having the minimum practi-
cable long-term power fading ranges. In bands 8 and 9, minimum fading may be

achieved by the use of the maximum practicable transmitting and receiving antenna

heights,

The above procedures should be carried out with various choices of transmitting and receiv-
ing locations, relative transmitter powers, and channel spacings until a plan is developed
which provides the required service with a minimum total spectrum usage. After the un-
wanted signal interference has been suppressed to the maximum practicable extent by the
above methods so that, at each receiving location each of the values of T, exceeds the
corresponding protection ratio rur(g) for a sufficiently large percentage of the time, then
the following additional procedures should be adopted in order to essentially eliminate inter-

ference from noise:

(d) The system loss on each of the wanted signal propagation paths should be mini-
mized; this may be accomplished by (1) the use of the highest practicable transmit-
ting and receiving antenna heights in bands 8 and 9, and (2) maximizing the path
antenna power gains for each of the wanted signal propagation paths. The path antenna
power gains of the wanted signal propagation paths may be maximized by using the
maximum practicable transmitting and receiving antenna gains and by minimizing the
antenna circuit and polarization coupling losses. The minimization of the system

loss on each of the wanted signal propagation paths will already have been achieved to

a large extent in connection with procedures (a), (b), and (c) above.



(e) In general, receiving systems should be employed which have the lowest practi-

cable values of operating sensitivity wmr(g).

(f) Finally, sufficiently high transmitter powers should be used [keeping the relative
powers at the optimum relative values determined by procedures (a), (b), and (c) ]
so that the wanted signal power Y will exceed the operating sensitivity wmr(g)
for a sufficiently large fraction of the time during the intended period of operation

at every receiving location.

Although it might at first seem impracticable, serious consideration shouid be given to the
use of auxiliary channels from wanted receivers to wanted transmitters. The provision of
such channels might well be feasible in those cases where two-way transmissions are in-
volved and might lead to important economies in both power and spectrum occupancy

[ Hitchcock and Morris, 1961].

Ultimately, when optimum use of the spectrum has been achieved, it will not be possi-
ble to find a single receiving location at which radio noise rather than either wanted or
unwanted signals can be observed for a large percentage of the time throughout the usable
portions of the radio spectrum not devoted to the study of radio noise sources, as is the radio
astronomy service. Although everyone will agree that the attainment of this ideal goal of-
interference-free spectrum usage by the maximum number of simultaneous users can be
achieved only over a very long period of time because of the large investments in radio
systems currently in operation, nevertheless it seems desirable to have a clear statement of
the procedures which should be employed in the future in order to move in the direction of

meeting this ultimately desirable goal whenever appropriate opportunities arise.
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V.II Supplementary list of Symbols for Annex V
Fffective bandwidth, b, of a receiver in cycles per second, 13 = 10 log b decibels,
(V.7) and (V.8).
Operating noise factor of the pre-detection receiving system, Fop =10 log fop db,
(V.7) and (V,8)
Grade of service. A specified grade of service provided by a given signal will
guarantee a corresponding degree of fidelity of the information delivered to the re-
ceiver output,
The maximum value of the operating gain of a pre-detection receiving system,
Go = 10 log go db, (V.7) and (V.8).
The hourly median operating signal gain of a pre-detection receiving system,
Gms = 10 log s db, (V.9). 23
Boltzmann's constant, k= 1.38054 x 10 joules per degree, (V.7).
Johnson's noise power that would be available in the bandwidth b cycles per second
at a reference absolute temperature To = 288. 37 degrees Kelvin, (V. 7).
The decibel ratio of the amplitude of the constant or power-fading component of a
received signal relative to the root-sum-square value of the amplitudes of the
Rayleigh components, figure V.1,
An arbitrary constant that combines several parameters in the systems equation,
(v.22). '
Transmission line and matching network losses at the transmitter, (V.20).
Hourly median transmission loss, (V.20).
Hourly median transmission loss not exceeded for a fraction q of all hours, or
exceeded (l-q) of all hours, (V.25).
Hourly median transmission loss exceeded for a fraction (l-q) of all hours with
a probability Q, section V. 6.
Median value of Lm(q) , (V.2).
Maximum allowable hourly median transmission loss for a grade g of service,
(v.27. _
Observed valu"es of transmission loss not exceeded a fraction q of the recording
period, (V.5),
Hourly median transmission loss of unwanted signal not exceeded for a fraction ¢
of all hours, (V. 33).

Long-term median value of Lum(Q) , (V.39).



L Transmission loss associated with the "instantaneous'" power W , (V,6) and
m

"figure V. 2.
L (q) Transmission loss L.,, not exceeded a fraction q of the time.
"
L (0.1) The interdecile range L (0.9) - L“(O. 1) of values of transmission loss usso-
n T

ciated with the "instantaneous'" power W, figure V. 2.
b

q Time availability,
a;» 9 Time availability in climates 1 and 8, section V.8,
Q Service probability, discussed in section V.8.
Q(q) The probability Q of obtaining satisfactory service for a fraction of time q, figure
V. 6.
Q(z 0) Service probability Q expressed in terms of the error function of LI (V. 46),
n
figure V.5,
r , Rm Ratio of the hourly median wanted signal power. to the hourly median operating noise
m
power, R = 10logr db, (V.9).
m m
r R A specified value of r which must be exceeded for at least a specified fraction
mr mr m
of time to provide satisfactory service in the presence of noise alone, Rmr =
10 log ror db, (V.9).
r, R Ratio of hourly median wanted to unwanted signal power available at the receiver,
u' Tu
= d . .
Ru 10 l.og T b, (V.14)
LA R‘ R A specified value of r which must be exceeded for at least a specified fraction
1 1
of time to provide satisfactory service in the presence of a single unwanted signal,
R =101logr db, (V.14),
ur ur
rml_(g), R (g) The minimum acc'eptable signal to noise ratio which will provide service of
mr ;
a given grade g in the absence of unwanted signals other than moise, Rmr(g) =
db, .9).
10 log rmr(g) b, (V.9) _
r (g R (&) The protection ratio r required to provide a specified grade of service g,
ur ur ur
= 10 i
Rur(g) 10 log rur(g) db, sections V.4 and V, 5'.
R (q) The value of Rm exceeded at least a fraction q of the time, (V. 24).
m
R (0.5) The median value of R , (V.29).
m m
R (q) A specified value of Ru exceeded at least a fraction q of the time, (V. 36).
u
Ru(O. 5) The median value of Ru’ (V. 36).
Rur(g, q) The required ratio Rur to provide service of grade g for at least a fraction q
of the time, (V. 35).
Ruro(g) The required ratio Rur for non-fading wanted and unwanted signals, (V. 14).
Ru The ratio metween the instantaneous wanted and unwanted signal powers, (V. 10).
m
T0 Reference absolute temperature To = 288. 37 degrees Kclvin, (V. 7).

V(0. 5), de) A parameter used to adjust the predicted reference median for various climatic

regions or periods of time, section V.8 and section 10, volumc 1.



Vi(o' 5, de)' VJ,(O. 5, de) The parameter V(0. 5, de) for ¢ach of two climates represented by

the subscripts i and j, (V.41).

w ,2 W The median wanted signal power available at a receiver, W = 10 log w_ dbw,
m m m m
(V.1).
w_ o, W The median value of the total noise power is w watts, W = 10 log w dbw,
mn mn mn mn mn

(V.7) and (V.8).
w , W Operating threshold, the median wanted signal power required for satisfactory

service in the presence of noise, W =10 log w dbw, (V.9).
mr mr

w, W A fixed value of transmitter output power wo in watts, WO = 10 log w_dbw, (V. 26).
o o o
W Wt Total radiated power in watts and in dbw, section V.6.
wu' Wu Power radiated from an unwanted or interfering station, wu watts, W =
u
10 log wo dbw, (V.33).
v o, W Median unwanted signal power w in watts, W = 10 log w dbw, (V. 33) and
um um um um wn
(V.34). "
Win' w Unwanted signal power associated with phase interference fading, vy in watts,
b um ™

w =10 log w dbw, section V. 4.
um ur
w o, W Wanted signal power associated with phase interference fading, w_ is defined as
s

the average power for a single cycle of the radio frequency, W = 10 log w dbw,
" w

(V. 1).

Wlt Transmitter output power, (V.20).

Wl t(q) Transmitter power that will provide at least grade g service for a fraction q of
all hours, (V.25).

Wm(q) The hourly median wanted signal power exceeded for a fraction q of all hours,
(V.24).

Wm(O. 5) Long-term median value of Wm, (v.2).

Wmo(q) Observed values of Wm(q) made over a large number of paths which can be char-
acterized by the same set of prediction parameters, section V.8,

er(g) The operating threshold of a receiving system, defined as the minimum value of
Wm required to provide a grade of service g in the presence of noise alone, (V.9).

wum(q) The hourly median unwanted signal power wum expected to be available at least

a fraction q of all hours, (V. 33).
Wum(O. 5) The median value of Wum(q), (V.37).
W"(q) The "instantaneous' power W" exceeded for a fraction of time q, (V.6).
Wﬂ(O. 1), Wﬂ(0.9) The interdecile range W"(O. 1) - W"(O.C)) of the power W“(q) , equiva-
lent to the interdecile range of short term transmission loss shown on figure V. 2.
Y A symbol used to describe long-term fading, (V.1) and (V. 3).

Yu Long-term fading of an unwanted signal, (V. 16).



Y Phase interference component of the total fading of an unwanted signal, (V.10).
uw AP

Y Phase interference fading component for a wanted signal, (V. 10), -

Y:q) Long-term variability Y for a given fraction of hourly medians q, defined by
(V.4),

Y(0. 5) The median value of Y, which by definition is zero.

Yi(q, de), Yj(q, de) Values of Y for climates i and j, (V.41) and (V. 42). )

Yij(q' de) The root-mean-square value of the Yariability for two climates, (V. 42),

Ym(q) Long-term variability in the presence of variable external noise, (V. 31),

Yn(q) Variability of the operating noise factor, Fop' (V.31) and (V. 32).

YR(q) Long-term variability of the wanted to unwanted signal ratio, (V. 38),

Yu(q) Long-term variability of an unwanted signal, (V. 39).

Yutr(q) The phase interferenf:elfading component of the total variability of an unwanted

signal, section V.4, l

Y (q) The phase interference fading component of the total variability of a wanted lbighal,""" B
T ;
section V.4, )
Yl’ Ya Values of Y for climates 1 and 8, .section V.9,

zZ_ , 2, Z e Standard normal deviates defined by (V.45), (V.52) and (V. 55).
Z The decibel ratio of the long-term fading, Y, of a wanted signal and the long-term

fading, Yu' of an unwanted signal, (V. 16).

Za{q] The approximate cumulative distribution function of the variable ratio Z, (V.17)
Za((}. 5} Median value of the variable ratio Z, Za(O. 5 =0, ' ’ .
Z“ The decibel ratio of the phase interference fading component Y for a wanted

L

signal and the phase interference fading component Yuw for an unwanted signal,
(V.11).
Z“a(q. K, Ku) The approximate cumulative distribution function of Z'r , (V. 12).

Pru The normalized correlation or covariance between path-to-path variations of
Wm(O. 5) and Wum(O. 5), (V. 54).
p The long-term correlation between W and F_, (V.31).
tn m op
P The long-term correlation between W and W , (V. 38).
tu m um
ai‘ The path-to-path variance of deviations bf observed from predicted transmission loss,
section V., 8,
2 PR
o'C{q} The path-to-path variance of the difference between observed and predicted-values
of transmission loss expected for a fraction q of all hours.
\\5(0. 5) The path-to-path variance of the difference between observed and predicted long-
term median values of transmission loss, (V. 40) and the following paragraph.
2
ch The variance of the operating noise factor Fop, (V.51).
ugp(q) Total variance of any estimate of the service criterion for gervice limited only by -

external noise, (V.5l1).




Total variance of any estimate of the service criterion for service limited only by
interference from a single unwanted source, (V. 54),

Variance of the estimate of Rur(g' q), (V.54).
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