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T
he perceived quality of an audiovisual sequence 
is heavily influenced by both the quality of the 
audio and the quality of the video. The question 
then arises as to the relative importance of each 
factor and whether a regression model predict-

ing audiovisual quality can be devised that is generally 
applicable. 

INTRODUCTION
This article analyzes subjective experiments that explore the 
relationship between audio quality and video quality, mea-
sured separately, and the overall quality of an audiovisual 
experience. This topic has been explored by at least 12 previ-
ous experiments [1]–[11] and one additional experiment 
described here. Each of these experiments produced a model 

that mapped audio quality (a) and video quality (v) to the 
overall audiovisual quality (av). These models are all linear; 
however, the terms and the values of the coefficients used in 
the model differ from one experiment to the next. 

The goal of this analysis is to describe a flexible audiovisu-
al model that can be applied to a wide range of impairments, 
applications, source material, and video resolutions. Due to 
practical limitations, any one subjective experiment can only 
explore a limited portion of this larger problem. Thus, each 
experiment contributes to the learning experience: some 
insights into audiovisual quality, knowledge of what worked 
well with this experiment, and feedback as to what should be 
changed for future experiments. 

This article contains two main sections. The first describes 
an experiment conducted at the Institute of Telecommunication 
Sciences (ITS) in 2010. The second summarizes this and previ-
ous experiments, then jointly analyzes the data from all of the 
summarized experiments to see what conclusions may be 
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reached. These analyses focus on 
relative audiovisual qualities 
(e.g., the quality of one presenta-
tion compared to that of anoth-
er). While important, context 
effects from specific applications, 
devices and environments are 
not considered here. Other 
studies address context effects (e.g., [17]).

ITS 2010 AUDIOVISUAL EXPERIMENT

MOTIVATIONS FOR EXPERIMENT DESIGN
The experiment described in this article was designed to rep-
licate the experiment performed by ITS in 2009 [11] while 
addressing that experiment’s two primary flaws and using 
high-definition TV (HDTV). The samples for both the ITS 
2009 experiment and this, ITS 2010, consisted of a set of 
audiovisual sequences, where the audio and video were 
impaired separately. These separate impairments were then 
combined in all combinations, such that subjects were pre-
sented with a full matrix (i.e., all audio impairments com-
bined with all video impairments). This full matrix allows for 
interesting analysis of variance (ANOVA) on the audiovisual 
data, to separate the relative impact of audio and video with-
in the overall audiovisual quality scores.

Analysis of ITS 2009 (performed using common intermedi-
ate format (CIF) video, 352 3 288) indicated that the video 
impairments spanned a much wider range of quality than the 
audio impairments. The question thus arose as to whether the 
greater weight on video in the audiovisual model was unduly 
influenced by this unequal distribution. Thus, the ITS 2010 
study examined the hypothesis that, if the audio quality 
spanned nearly the same range as the video quality, then the 
audio and video quality would be equally important in the 
overall audiovisual quality.

The ITS 1998 experiment [4] took a different approach. It 
chose audio impairments that naturally and logically matched 
with video impairments. This constrained the range of audio 
and video impairments to those seen in common usage. Since 
audio requires much lower bitrates than video for CIF resolu-
tion and above, the audio quality impairments likewise spanned 
a limited range of quality. Therefore, audio and video impair-
ments for the ITS 2010 experiment were selected to span 
approximately the same range of quality.

Another flaw seen in ITS 2009 concerned the types of audio 
samples used. That experiment intentionally contained 50% 
sequences with audio consisting of a single person talking. This 
choice was made out of respect for the extensive research efforts 
previously conducted using objective models that measure the 
quality of audio containing a single person talking with no 
background noise. From an audio compression standpoint, a 
single person talking is extremely easy to code. Thus, relatively 
little new information was learned when making comparisons 
within these audiovisual sequences.

Of the ten audiovisual 
sequences examined by ITS 
2009, only three were associated 
with an interesting balance such 
that both the audio quality and 
the video quality significantly 
impacted the overall audiovisual 
quality. For the other seven 

sequences, the video quality dominated (i.e., video quality 
explained 89–100% of the distribution of the variance in the 
subjective data). The three more interesting audio samples con-
tained soft guitar music, crowd noise with an announcer, and 
music with some talking. In contrast, the ITS 2010 experiment 
was designed to contain audio that minimizes single person 
talking samples, and instead emphasizes more complicated 
audio (e.g., a single person talking with music in the back-
ground). A variety of different music types were included, in the 
hopes that different instruments might elicit different weight-
ings of audio and video quality, thus better representing a wide 
range of all types of audio. 

The decision to use HDTV was motivated by the increasing 
importance of higher-resolution video. As previous ITS experi-
ments had examined only lower resolution video, examining 
HDTV would add value.

AUDIOVISUAL SEQUENCES
This experiment contained ten audiovisual sequences of 15 s 
each. Each original sequence contained video that, when visual-
ly inspected by an expert, appeared to be of good or better quali-
ty. These video sequences were carefully chosen to span a wide 
range of coding difficulty and a variety of visual characteristics 
(e.g., scrolling text, fast motion, rapid scene cuts, and random 
motion). The audio associated with the video sequences was, in 
most cases, dubbed after the video was created. For most of the 
sequences, the audio consisted of a single person speaking in a 
sound-isolated room, combined with either music or back-
ground noise. The audio related meaningfully to the video (e.g., 
a poem Ode to the West Wind was paired with grass blowing in 
the wind). The music represented a wide range of styles and 
instruments. The sequences were divided into two pools of five, 
which contained approximately equivalent video and audio 
characteristics.

Figure 1 shows a sample frame from each sequence, along 
with a description of the audio and the division of sequences 
into Pool A and Pool B. These videos were filmed in either 
1080p30 or 1080i60 (that is, 1920 3 1080 in either progressive 
29.97 frames per second (fps) or interlaced 59.94 fields per sec-
ond). The audio was recorded in either stereo or mono, at 48 
kHz. These audiovisual sequences can be viewed in the 
Consumer Digital Video Library (www.cdvl.org). They are avail-
able for research purposes from that site.

HYPOTHETICAL REFERENCE CIRCUITS
One of the design goals was to produce audio and video hypo-
thetical reference circuits (HRCs) such that each set of 

THE GOAL OF THIS ANALYSIS 
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 impairments spanned the full range of quality, from excellent 
to bad. This experiment included the original video plus six 
video impairments, and the original audio plus three audio 
impairments. The audio impairments were Advanced Audio 
Coding (AAC) at 16, 32, and 48 kb/s. The video impairments 
were Advanced Video Coding (AVC) at 2, 3.5, and 6 Mb/s, and 
MPEG-2 at 6, 8.5, and 12 Mb/s. (AAC is also known as ITU-T 
H.264 [12] and ISO/IEC 14496-10 [13].) The video impair-
ments were chosen from those used in [14], as this provided 
precise feedback on the expected mean opinion scores (MOS). 
Reference [14] found that AVC at 3.5 Mb/s was statistically 
equivalent to MPEG 2 at 8.5 Mb/s. Both received an average 

MOS between fair and good on the Absolute Category Rating 
(ACR) scale; see [14, Fig. 3].

Audio impairments were chosen to approximately match the 
video impairments’ range of quality, at the expense of realism. 
Note that the audio bit rates commonly associated with these 
video HRCs is high enough that even the lowest associated 
audio bit rate would cause little impairment to the audio. The 
selection of the audio and video impairments to span the range 
of quality was made by several video quality measurement engi-
neers and based on subjective test results from previous experi-
ments (e.g. [16]). 

The three AVC encodings were paired with the five video 
sequences in Pool A (Aspen, Boulder Zoom, Hope, Quarterback 
Sneak, and Red Kayak). The three MPEG-2 encodings were 
paired with the five video sequences from Pool B (Go Football, 
Highway, Heavy Bag, Two Streams, and West Wind). The same 
three AAC audio impairments were paired with all sequences in 
both Pool A and Pool B. The pool designations serve only to 
keep track of which scenes were compressed with AVC and 
which with MPEG-2.

For each pool, a full matrix of audiovisual impairments was 
created: three audio impairments plus the original audio, by 
three video impairments plus the original video, for a total of 16 
processed sequences. Each audio impairment was also included 
in isolation (i.e., audio only, four versions for each of ten 
sequences) and each video impairment was included in isolation 
(i.e., video only, four versions for each of ten sequences). Thus, 
the entire experiment included 240 samples: 160 audiovisual 
samples, 40 audio only, and 40 video only.

PRESENTATION TO SUBJECTS
Each subject observed and rated half of these sequences, 
drawn randomly from both Pool A and Pool B, using the ACR 
scale. Sequences were presented in a random order. The ses-
sions were recorded to Blu-Ray discs. Three randomized splits 
of the data were created, such that each split included half of 
the original video sequences (i.e., half of the audiovisual 
sequences with original audio and original video; half of the 
original audio only sequences, and half of the original video 
only sequences). Each split was further broken into three sub-
sessions A, B, and C each containing a random third of the 
sequences on the disc.

Each Blu-Ray disc contained the same training session, and 
therefore each subject saw the same training session prior to 
the test. Each subject saw the three subsessions specific to that 
disc (A, B, and C) in a random order (e.g., ABC, CAB, BCA), such 
that no more than three subjects were shown any particular 
order. Thus, in total there were six Blu-Ray discs each with sub-
sessions A, B, and C specific to that disc: 

 ■ Split 1, Even
 ■ Split 1, Odd
 ■ Split 2, Even
 ■ Split 2, Odd
 ■ Split 3, Even
 ■ Split 3, Odd.

[FIG1] Sample frame from each video sequence displayed below 
a brief description of the audio.

Go Football
Crowd Chanting While a Band
Plays a University Theme Song

Heavy Bag
Audio is Boxer Talking (Male),
Then Noise from Punches 

Highway
Man Speaks Traffic Report
with Background Music 

Two Streams
Female Reading a Poem
with Water Sounds

West Wind
Female Reading a Poem
with Background Music

Aspen
Guitar Music

Boulder Zoom
Woman Reading a Poem
with Background Music 

Hope
Man Reads Poem with
Background Music

Quarterback Sneak
Female Speaking Football
Comments with Crowd Noise

Red Kayak
Man Reading a Poem
with Water Sounds

Pool A Pool B
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Each pair of discs (even plus odd) contained all video sequenc-
es. The subjects watched the video on a TV-Logic LVM-460WD 
professional grade 46-in liquid crystal display (LCD) monitor 
in a sound-isolated room. They heard the audio over NHT 
Audio LLC speakers; main speaker model A-20 with subwoofer 
model B-20. A total of 54 naïve subjects ran through the 
experiment using the Blu-Ray discs. The subjects were primar-
ily students from the local university who responded to an 
online advertisement. No subjects had participated in a similar 
test within the previous six months. Each subject’s participa-
tion was limited to 90 min.

To analyze the reliability of this method, the following analy-
sis was performed. For each of the 240 processed sequences, a 
comparison was made between the individual data resulting 
from one Blu-Ray disc, and the MOS for that clip computed 
from the other five Blu-Ray discs. The comparison was made 
using the Student’s t-test at the 99% confidence level. For 
example, the Student’s t-test computed with 99% confidence 
whether the individual opinion scores for Clip 1 on disc “Split 1, 
Even” appeared to be a random sample from a normal distribu-
tion with mean equal to the MOS for that clip from the other 
two discs where it appeared. This test was performed with the 
raw opinion scores as specified by the subjects (i.e., no scaling 
was performed). 

Of the Student’s t-test comparisons, 6% indicated a different 
mean at the 99% confidence level. This indicates a fair degree of 
reliability, given the known noise in subjective data and the 
impact of ordering effects. We expect some differences in the 
MOS from one viewer ordering to another, which is the motiva-
tion for maximizing the number of orderings presented to sub-
jects. Thus, the viewers of all six Blu-Ray discs may reasonably 
be interpreted as one single set of viewers. (Note: when opinion 
scores from one disc are compared to another disc, this value 
rises to from 6% to approximately 10%.)

ITS 2010 ANALYSIS
Statistical analysis of this experiment will be presented in the 
next section.

SUMMARY OF ALL EXPERIMENTS

OVERVIEW
Due to practical limitations, any one subjective experiment can 
only explore a limited portion of the larger problem of describ-
ing a flexible model for describing audiovisual quality applicable 
to a wide range of sample types. Thus, each experiment provides 
a learning experience: some insights into audiovisual quality, 
knowledge of what worked well with this experiment, and feed-
back as to what should be changed for future experiments. This 
section will examine previous experiments as well as the ITS 
2010 experiment and see what conclusions can be reached. 

Table 1 summarizes the design of prior experiments that 
generated an equation. Experiments are listed in chronological 
order, because previous studies may have influenced later exper-
iments. Each of these experiments performed separate subjec-

tive testing of the audio quality of audio-only sequences (i.e., no 
picture), the video quality of video-only sequences (i.e., silent), 
and the audiovisual quality of sequences containing some com-
binations of those audio and video samples. Most of the subjec-
tive experiments used a single stimulus methodology that 
measured people’s opinions using MOS. While the majority of 
experiments mentioned in this article used single stimulus and 
MOS, one used double stimulus and differential MOS (DMOS). 
To avoid complicated language, the subjective data for that 
experiment will occasionally be incorrectly referred to as MOS. 
Where a single paper listed results from multiple experiments, 
each experiment is listed on a separate line of the table (e.g., the 
BT study).

Table 1 lists the video impairments, audio impairments, 
and the number of processed sequences that were used for the 
audiovisual portion of each experiment only. Additional 
impairments of video or audio sequences may have been used 
in the video-only or audio-only subexperiments and their anal-
ysis. The number of processed sequences listed includes the 
originals, if included in that experiment. Unless otherwise 
specified, the three types of stimuli (audio only, video only, 
and audiovisual) were presented in separate sessions. Taken 
together, these experiments span a wide range of applications, 
video resolutions, video impairments, audio impairments, and 
source material. 

Table 2 summarizes the equations calculated from each 
experiment (column “Model”) and the Pearson correlation of 
each model (column “r”). All models identified in the original 
papers that predict audiovisual quality using a combination of 
audio and video quality are shown. The column “Range of MOS” 
shows the relative range of MOS spanned by audio-only, video-
only, and audiovisual subjective data. The column “Type 
Comparison” lists the Pearson correlation between audio-only 
MOS and audiovisual MOS as well as the Pearson correlation 
between video-only MOS and audiovisual MOS. The final col-
umn, “Dominant Factor,” lists the subjective conclusion 
reached by the people conducting the experiment regarding the 
relative contributions of audio and video in the overall audiovi-
sual quality. This information should be understood in the con-
text of the experimental designs summarized in Table 1. 

The models identified in Table 2 are numbered by the model 
type as follows:

 1: ŷ 5 a 1 m 1a 3 v2

 2 : ŷ 5 a 1 b    a 3gv

 3 : ŷ 5 a 1 g  v1 m 1a 3 v2

 4 :   y ^5 a 1b    a 1gv 1m 1   a3 v2 .

The term a represents the measured audio quality MOS; v rep-
resents the measured video quality MOS; and av represents the 
measured audiovisual quality MOS. The term ŷ  represents the 
predicted audiovisual quality. Occasionally a paper will mention 
the accuracy of one of these model types but not the coeffi-
cients. In this case, the model coefficients are left Greek vari-
ables. France Telecom additionally presented a model that 
applied a logarithmic transformation to av and thus estimated 
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ln(av) rather than av. This improved the Pearson correlation of 
their model number one from 0.956 to 0.980 [5]. 

META-ANALYSIS
Caution should be taken when vertically comparing the 
Pearson correlation (r) values in Table 2, because the denomi-
nator measures the range of quality within this particular 
experiment. Thus, while r 5 0.80 would be poor for an experi-
ment that contains a wide range of quality, r 5 0.80 might be 
excellent for an experiment that spans a very limited range of 
quality (e.g., only high-quality video sequences suitable for 
broadcast television). Within each experiment (i.e., one hori-
zontal row of the table), the correlation values and ranges can 
all be directly compared. (A purist might disagree. In some 
experiments, different viewer pools were used for audio only, 
video only, and audiovisual sessions.)

Likewise, when examining the range of MOS values spanned 
by each experiment, note the range of values available for that 
particular experiment (i.e., five-, nine-, 11-, or 100-point scale), 
the number of source sequences used (from one to ten), and the 
number of processed video sequences (PVSs) (from 16 to 245). 

The oldest published studies were conducted by Bellcore 
from 1993 to 1995. These three separate experiments focused 
on standard definition television measured with a very small 
number of sequences (two) and artificial impairments. All three 
experiments reached the same conclusion: audio and video 
qualities are equally important in the overall audiovisual quali-
ty. Four later studies disagreed with Bellcore’s conclusion: ITS 
1998, KPN Research, Deutsche Telekom, and ITS 2009. These 
studies concluded that video quality was more influential than 
audio quality on the overall audiovisual quality. However, it can 
be observed that the range of quality spanned by audio is some-
what less than that spanned by video for these four experi-
ments. When comparing max(a)-min(a) to max(v)- min(v), the 
audio range is 84%, 67%, 75%, and 47% of the video range, 
respectively. By contrast, the range of quality spanned by audio 
is similar to that spanned by video for the three Bellcore experi-
ments (106%, 94%, and 97%, respectively). Thus, it is possible 
that this difference biased the experiments in favor of video. 
The three BT studies and the Singapore/EPFL study were 
inconclusive on this issue.

The ITS 2010 study described earlier was designed to test the 
hypothesis that, if the audio quality spanned nearly the same 
range as the video quality, then the audio and video quality 
would be equally important in the overall audiovisual quality. 
The range of quality spanned by audio was intended to be iden-
tical to that spanned by video, but ended up being slightly larger 
(113%). The ITS 2010 study agrees with Bellcore, concluding 
that audio and video have roughly the same influence on the 
overall audiovisual quality. 

Bellcore also concluded that only the cross term (a 3 v) is 
needed to predict the overall audiovisual quality. This conclu-
sion is upheld by the generally stellar performance of this 
model in the other experiments conducted since then (see 
Model 1 in Table 2). Only two studies disagree with this 
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 conclusion. The first is BT 2004, which shows a significant 
reduction in model accuracy when moving from the best model 
presented (additive) to the multiplicative model; and the sec-
ond is BT High Complexity, which shows a moderate drop in 
correlation. It is possible that the very small number of video 
sequences used in these studies (two and one video sequences, 
respectively) resulted in measurement inaccuracies. Even so, 
BT concludes that people integrate audio and video errors 
together using a multiplicative rule, and that the true formula 
depends upon context and the test material under consider-
ation [8]. Thus, in general, we see only a small drop in correla-
tion when moving from the ideal model to the multiplicative 
model. The ITS 2010 study confirms this robust behavior of a 
model containing only the cross term. 

While the other types of models (Models 2–4) have generally 
good performance, there is little agreement from one experi-
ment to the next concerning the relative weight that should be 
assigned to b, g, and m. Some of these weights are very differ-

ent indeed. For example, compare g and m for Model 2 as com-
puted by ITS 1998 and BT Experiment 1. Likewise, there is no 
agreement as to which of these models is best (Models 2–4). 
This is problematic for someone who wishes to apply one of the 
other types of models, since it is unclear which set of weights 
should be chosen. The practical problem with the theory pre-
sented by BT (i.e., that different applications drive these differ-
ences) is that we do not have sufficient information available to 
say with any confidence the exact form of that model or the 
exact weights that are most appropriate for specific use case 
scenarios. Moreover, the accuracy gain for using one of the 
other models appears to be insignificant when the subjective 
experiment is designed with an approximately equal range of 
audio and video (compare Models 1–4 for ITS 2010).

CONCLUSIONS
There is no apparent pattern of relationship between the accu-
racy of the multiplicative model and the authors’ conclusions as 

[TABLE 2] COMPARISON OF SUBJECTIVE AUDIOVISUAL MODELS FROM DIFFERENT LABORATORIES’ EXPERIMENTS.

LABORATORY MODEL r RANGE OF MOS TYPE COMPARISON DOMINANT FACTOR

BELLCORE 1993 [1] 1: ŷ 5 1.295 1 0.1077 (a 3 v) 0.99 a 5 [1.0 TO 8.2]
v 5 [1.9 TO 8.7]
av 5 [1.9 TO 8.3]

UNKNOWN
BOTH AUDIO AND 
VIDEO HAVE ROUGHLY 
THE SAME INFLUENCE

BELLCORE 1994 [2] 1: ŷ 5 1.07 1 0.1106 (a 3 v) 0.99 a 5 [1.4 TO 7.4]
v 5 [1.5 TO 7.9]
av 5 [1.8 TO 7.5]

a AND av 5 0.67 r
v AND av 5 0.68 r

BOTH AUDIO AND 
VIDEO HAVE ROUGHLY 
THE SAME INFLUENCE

BELLCORE 1995 [3] 1: ŷ 5 1.912 1 0.114 (a 3 v) 0.99 a 5 [1.2 TO 7.3]
v 5 [1.8 TO 8.1]
av 5 [1.7 TO 7.3]

UNKNOWN (MODEL CONSISTENT: 
ESSENTIALLY THE SAME 
AS [1] AND [2])

ITS (1998) [4] 1: ŷ 5 1.514 1 0.121 (a 3 v)
2: ŷ 5 20.677 1 0.217a 1 0.888v
4: ŷ 5 0.517 – 0.0058a 1 0.654v 1 0.042 (a 3 v)

0.927
0.978
0.980

a 5 [1.5 TO 4.6]
v 5 [1.0 TO 4.7]
av 5 [1.1 TO 4.7]

a AND av 5 0.41 r
v AND av 5 0.97 r
a AND v 5 0.29 r

VIDEO QUALITY

FRANCE TELECOM/CNET 
1998 [5]

1: ŷ 5 1.76 1 0.10 (a 3 v)
2: ŷ 5 20.13 1 0.35a 1 0.57v

0.960
0.956

a 5 [1.9 TO 4.5]
v 5 [1.4 TO 4.8]
av 5 [1.5 TO 4.9]

a AND av 5 0.42 r
v AND av 5 0.86 r

COMPARED PASSIVE 
AND CONVERSATIONAL 
CONTEXT

KPN RESEARCH 1997 
[6], [7]

1: ŷ 5 1.45 1 0.11 (a 3 v)
2: ŷ 5 a 1 b a 1 g v
4: ŷ 5 1.12 1 0.007a 1 0.24v 1 0.088(a 3 v)

0.97
0.96
0.98

a 5 [3 TO 7]
v 5 [2 TO 8]
av 5 [2 TO 8]

a AND av 5 0.33 r
v AND av 5 0.90 r

VIDEO QUALITY 

BT 2004 [8]
EXPERIMENT 1

1: ŷ 5 a 1 m (a 3 v)
2: ŷ 5 4.26 1 0.59a 1 0.49v
4: ŷ 5 23.34 1 0.85a 1 0.76v 1 20.01 (a 3 v)

0.72
0.97
0.99

a 5 [0 TO 63]
v 5 [0 TO 71]

a AND av 5 0.74 r
v AND av 5 0.62 r

BOTH CONTRIBUTE 
SIGNIFICANTLY

BT [8] LOW COMPLEXITY 1: ŷ 5 1.15 1 0.17 (a 3 v) 0.85 a 5 [1.2 TO 4.8]
v 5 [1.0 TO 4.6]

a AND av 5 0.61 r
v AND av 5 0.55 r

BOTH CONTRIBUTE 
SIGNIFICANTLY

BT [8] HIGH COMPLEXI-
TY

1: ŷ 5 a 1 m (a 3 v)
3: ŷ 5 0.95 1 0.25 v 1 0.15(a 3 v)

0.79
0.85

a 5 [1.2 TO 3.8]
v 5 [1.0 TO 4.3]

a AND av 5 0.44 r
v AND av 5 0.68 r

BOTH CONTRIBUTE 
SIGNIFICANTLY

NATIONAL UNIVERSITY 
OF SINGAPORE AND 
EPFL (2006) [9]

1: ŷ 5 1.98 1 0.103 (a 3 v)
2: ŷ 5 21.51 1 0.456a 1 0.770v

0.94
0.94

a 5 [6 TO 9]
v 5 [2 TO 8]
av 5 [2 TO 8]

a AND av 5 0.55 r
v AND av 5 0.67 r

BOTH CONTRIBUTE 
SIGNIFICANTLY

DEUTSCHE TELEKOM 
2009 [10] (SEE NOTE 
BELOW)

1: ŷ 5 30.917 1 0.007 (a 3 v)
3: ŷ 5 27.805 1 0.129v 1 0.006 (a 3 v)

0.95
0.96

a 5 [30 TO 90]
v 5 [20 TO 100]
av 5 [30 TO 90]

a AND av 5 0.49 r
v AND av 5 0.83 r

VIDEO QUALITY

ITS (2009) [11] 1: ŷ 5 1.1096 1 0.1959 (a 3 v)
2: ŷ 5 20.5875 1 0.3599a 1 0.8037v
4: ŷ 5 0.7500 – 0.0452a 1 0.3882v 1 0.1250 (a 3 v)

0.93
0.96
0.97

a 5 [2.3 TO 3.8]
v 5 [1.3 TO 4.5]
av 5 [1.0 TO 4.9]

a AND av 5 0.34 r
v AND av 5 0.92 r

VIDEO QUALITY 

ITS (2010) 1: ŷ 5 0.9616 1 0.1919 (a 3 v)
2: ŷ 5 21.2757 1 0.6304a 1 0.6807v
4: ŷ 5 0.9845 – 0.0525a 1 0.0274v 1 0.1969 (a 3 v)

0.96
0.94
0.96

a 5 [1.1 TO 4.6]
v 5 [1.6 TO 4.7]
av 5 [1.3 TO 4.8]

a AND av 5 0.68 r
v AND av 5 0.66 r

BOTH AUDIO AND 
VIDEO HAVE ROUGHLY 
THE SAME INFLUENCE

NOTE: Information for Deutsche Telekom Model 1 was received in a private correspondence from Marie2Neige Garcia of Deutsche Telekom.
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to the dominant factor (audio 
quality or video quality) on the 
overall audiovisual quality. This 
and the previous analyses (pre-
sented earlier) indicate that 
audio quality and video quality 
are equally important in the 
overall audiovisual quality. The application drives the range of 
audio quality and video quality examined and thus produces the 
appearance that one factor has greater influence than the other. 
The underlying perceptual model is invariant to application.

The most important overall conclusion is that only the 
cross term (a 3 v) is needed to predict the overall audiovisu-
al quality. It provides us with a simple and reasonably 
 accurate model that has been tested in a wide variety of cir-
cumstances, from CIF to HDTV, from video conferencing to 
broadcast television, both coding only and with transmission 
errors, in a professional viewing/listening environment and 
on a PC. One missing factor is the impact of audiovisual syn-
chronization errors (e.g., lip synchronization) on audiovisual 
quality. While many studies have been undertaken on audio-
visual synchronization, further work is ongoing. A prelimi-
nary investigation on this topic undertaken by our lab is 
available in [16].
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AUDIO QUALITY AND VIDEO 
QUALITY ARE EQUALLY IMPORTANT 

IN THE OVERALL AUDIOVISUAL 
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